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An optical image mosaic of the Milky Way 
galaxy shows a view looking toward the 
Galactic Center. The smooth band of starlight 
is occluded by dark clouds of interstellar dust, 
which absorbs and scatters background light 
(extinction), causing distant stars to appear 
fainter and redder. Variations in the properties 

of this dust extinction 
have been mapped 
in three dimensions 
using 130 million stellar 
spectra. See page 
1209. Credit: ESO/Serge 
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E D I TO R I A L

A 
partnership can be demanding, and as with any 

couple, can have good days and bad. The United 

States–Canada relationship is most definitely hav-

ing a bad one. It’s difficult to fully comprehend 

all the dimensions of the current threats to one of 

the world’s strongest, longest, and multifaceted al-

liances. From contemptuous musings on annexa-

tion to a tariff war that could wreak economic havoc on 

both sides of the border, the insults and aggravations are 

stoking uncertainty about a relationship that has flour-

ished for decades. This includes a strongly intertwined 

connection between Canadian and American science—

one that must continue in these challenging times. 

The number one partner for Canadian science is by far 

the United States. For the past 5 years, 27% of all Canadian 

scientific publications were coau-

thored with American colleagues 

(according to a Canadian biblio-

metric database and the Web of 

Science). And the reverse is true 

as well. Canadian scientists are 

prominent international part-

ners of American scientists in 

published research. Long-stand-

ing major programs between 

the two countries include joint 

research projects on the Great 

Lakes, the Arctic, space, health 

(including global public health), 

climate monitoring, artificial 

intelligence (AI), subatomic physics, and data sharing. 

Despite the uncertainty around tariffs, active partner-

ships have recently been reconfirmed and even extended 

between federal funding organizations in both countries. 

These include interactions between the US National Sci-

ence Foundation and the Natural Sciences and Engineer-

ing Research Council of Canada as well as Canada’s Social 

Science and Humanities Research Council. Such efforts 

are also strong at the regional level. For instance, research 

between Massachusetts and Québec focuses on climate 

change, biotechnology, and transportation, an alliance 

rooted in enduring cultural links.

The exchange of trainees is a key component of a 

partnership that should persist. For decades, gradu-

ate students in Canada have continued training in the 

United States as postdoctoral fellows, and some have 

chosen to stay and forge fruitful collaborations with 

scientists in Canada. These have proven to be robust 

links, many of which are still active and prosperous 

today for both countries. American fellows coming to 

Canada to pursue their studies are not as numerous but 

are particularly interested in AI, quantum computing, 

clean energy, and environmental studies as well as the 

life sciences. Considering the current situation, it may 

be tempting for Canada to use the opportunity to lure 

both younger and well-established Canadian scientists 

back to Canada. Indeed, Canada is already receiving in-

quiries in that regard. But such efforts must not take 

precedence over drawing on the North American part-

nership more vigorously than before.

On both sides of the border, additional collaboration 

should focus on building capacity to advise elected offi-

cials and high-level policy-makers on scientific issues. Go-

ing further, the International Network for Governmental 

Science Advice (INGSA) and its 130 member countries, of 

which I am chair, aim to take on this challenge globally 

with three chapters in the Global 

South (Kuala Lumpur, Malaysia; 

Buenos Aires, Argentina; and 

Port Louis, Mauritius) as well as 

new European (Oxford, United 

Kingdom) and North American 

(Montreal, Canada) chapters 

that will be inaugurated over the 

next 2 years. A major objective is 

to increase the ability to offer ad-

vice not only at the national level 

but also to subregional and local 

officials who often must make 

critical decisions under emer-

gency conditions.

Strengthening science diplomacy is more urgent 

than ever in North America and around the world. 

The American Association for the Advancement of 

Science (AAAS, the publisher of Science) and the United 

Kingdom’s Royal Society have just released an updated 

framework on this topic as did the European Commis-

sion. In Québec, the Fonds de recherche du Québec 

launched a program this year to create new chairs in 

science diplomacy that will cultivate a network of ex-

perts across scientific disciplines throughout the prov-

ince. The intent is to leverage the network to establish 

strong international science and policy partnerships.

Canada now has a new prime minister in place, and 

with the stability of US-Canada relations at stake, scien-

tific partnerships should be upheld by the leaders of both 

nations. The current period is demanding, but research 

between these neighbors at the moment is strong and 

should not be squandered so that together, they can apply 

excellence in science to face major challenges for our so-

cieties—not just in North America but around the world.

–Rémi Quirion

Uphold US-Canada science
Rémi Quirion

is the chief scientist 

of Québec, Canada; 

chief executive 

officer of Fonds 

de recherche 

du Québec; and 

president of the 

International 

Network for 

Governmental 

Science Advice, 

Auckland, 

New Zealand. 

remi.quirion@

frq.gouv.qc.ca

10.1126/science.adx2966

“…research between 
these neighbors at

 the moment is 
strong and should not 

be squandered…”
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COLUMBIA GRANTS CUT  

The administration sent a 

shock wave through academe 

by announcing on 7 March 

that it had terminated $400 

million in grants and contracts 

to Columbia University for its 

alleged lax response to anti-

Israel protests on campus, an 

unprecedented sanction. NIH 

said on social media that this 

sum includes $250 million 

in more than 400 research 

awards from the agency—a 

sum representing more than 

one-third of total NIH funding 

received by Columbia in 2024. 

A list of the canceled grants 

was not immediately made 

public. The administration, 

which also alleged “persistent 

harassment of Jewish students” 

at Columbia, cited its author-

ity to sanction recipients of 

federal funds for not preventing 

discrimination. On 10 March, the 

Department of Education says 

it warned 59 other universities 

PROTESTING FOR SCIENCE  

Thousands of researchers and 

their supporters demonstrated 

in front of the Lincoln Memorial 

in Washington, D.C., on 7 March 

against what they consider 

antiscience actions by President 

Donald Trump’s administra-

tion. About 30 such protests, 

collectively called Stand Up 

for Science, were held that day 

across the United States, with 

additional ones in other coun-

tries. Participants demanded 

reversals of cuts in federally 

funded research projects, 

reinstatement of fired federal 

employees, preservation of diver-

sity and inclusion in science, and 

ending government censorship 

of research.

VACCINE HESITANCY RESEARCH 

AXED  The U.S. National 

Institutes of Health (NIH) this 

week began terminating dozens 

of research grants for studying 

why some people hesitate to 

receive vaccines and evaluating 

strategies that could encour-

age vaccine uptake. The cuts 

appear to be part of efforts to 

defund research not aligned 

with policies backed by Trump 

and Department of Health 

and Human Services (HHS) 

Secretary Robert F. Kennedy 

Jr., a noted vaccine skeptic. 

The vaccines in the canceled 

studies are for diseases such as 

COVID-19, chickenpox, human 

papillomavirus, and mpox. 

An NIH letter sent to these 

investigators, which Science has 

seen, says their award “no longer 

effectuates agency priorities.” 

In addition, a source with direct 

knowledge told Science that NIH 

last week asked its institutes to 

list projects involving messen-

ger RNA vaccines, which some 

vaccine skeptics think are unsafe 

because they believe, without 

evidence, that the vaccines could 

modify DNA or cause various 

health issues. 

science.org  SCIENCE

NEWS

I N  B R I E F

Edited by 

Jeffrey Brainard

TRUMP TRACKER

Scientists rally against research cuts as new ones hit

they could lose grants for a 

similar reason.

 

SOME NIH FIRINGS BLOCKED  At 

least 17 senior scientists at NIH 

facing termination last week had 

their terms extended 1 year. The 

reprieve followed an appeal from 

acting NIH Director Matthew 

Memoli to HHS. The employ-

ees are among a class of staff 

scientists, research fellows, and 

tenure-track investigators who 

make up the majority of NIH’s 

nearly 4000 in-house scientists. 

NIH hired them under a statute, 

Title 42, that allows federal 

agencies to recruit talented 

scientists by paying salaries 

above federal norms, with their 

employment subject to periodic 

renewal. The Trump administra-

tion had halted the renewals. It 

is unclear whether others in this 

class who will soon reach the 

end of their term will be placed 

on leave without pay while NIH 

appeals for their retention. 

Geneticist Francis Collins (center), a former director of the U.S. National Institutes of Health who retired from the agency last month, spoke at a pro-science rally in Washington, D.C.
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Acidity’s toll on phytoplankton
CLIMATE SCIENCE |  Ocean acidification 

levels expected by 2075 could reduce phy-

toplankton’s ability to absorb atmospheric 

carbon dioxide (CO2) by some 5 trillion 

kilograms per year, or 10%, researchers 

report. Scientists have long tried to gauge the 

effects of rising acidity—which stems from 

atmospheric CO2 dissolved in water—on 

phytoplankton, marine microorganisms that 

grow by absorbing CO2 and sunlight. The 

new estimate is based on the largest field 

study to date, conducted across vast stretches 

of the tropical and North Pacific oceans. The 

projected reduction could accelerate warm-

ing of the global climate, the research team 

reports this week in the Proceedings of the 

National Academy of Sciences.

Japan may end national council
SCIENCE ACADEMIES |  Japan’s domi-

nant Liberal Democratic Party (LDP) is 

out to crimp the independence of the 

Science Council of Japan, the country’s 

national science academy, which repre-

sents 870,000 scholars from all academic 

disciplines. The LDP-led ruling coalition’s 

cabinet last week approved a bill that 

would replace the council—an indepen-

dent public entity that manages its own 

affairs—with a special corporation subject 

to increased government oversight. One 

point of conflict is the council’s opposition 

to academics conducting research about 

military or dual-use technologies. Many 

researchers fiercely oppose the proposed 

change. A vote is expected within weeks.

More Voyager sensors turned off
SPACE EXPLORATION |  NASA engineers say 

they switched off cosmic-ray–sensing 

telescopes aboard the Voyager 1 space 

probe last month and will shut off another 

instrument, measuring low-energy 

charged particles, on its twin, Voyager 2, 

later in March. The moves are part of a 

continuing effort to manage the gradually 

diminishing power supply of the probes, 

which were launched in 1977 and are 

now traveling in interstellar space, the 

only spacecraft ever to reach it. Both 

draw electricity from the heat of decay-

ing plutonium. NASA plans to continue 

operating three of the original 10 sci-

ence instruments on each spacecraft. The 

agency expects to shut off one more on each 

Voyager next year, hoping to prolong opera-

tion of the rest into the 2030s.

Russia’s ‘excellence’ bid misfires
PUBLISHING | A program intended to 

bolster top Russian universities has by one 

measure backfired and spawned a heap of 

retractions, a study has found. Launched 

in 2013, the Russian University Excellence 

Initiative (RUEI) spent about $430 mil-

lion over 8 years in a bid to help make 

scientists at 21 research-intensive univer-

sities competitive internationally. A major 

evaluation criterion was the number of 

articles authored by RUEI researchers 

that were indexed in the high-profile Web 

of Science and Scopus databases, which 

emphasize English-language content. The 

stakes were raised because authors of the 

indexed papers earned bonuses that could 

double their pay. An analysis, published 

online on 28 February in Scientometrics, 

identified 203 retracted papers from 

RUEI universities in the two databases— 

significantly more retractions than in 

a control group of non-RUEI Russian 

universities. The financial incentives to 

publish “may have encouraged unethical 

research practices and research miscon-

duct,” the study’s authors conclude.

INDIRECT COSTS PRESERVED  

The administration is unlikely to 

prevail if it seeks to overturn a 

U.S. federal judge’s ruling last 

week that halts a proposed 

drastic reduction in overhead 

payments to universities receiv-

ing grants from NIH, say lawyers 

who have followed the case. In 

February, NIH set a flat rate of 

15% for reimbursement of such 

indirect costs, which would 

deprive universities of billions 

of dollars for research buildings 

and shared lab equipment, for 

example. In a 5 March order 

blocking the cap’s implementa-

tion, District Court Judge Angel 

Kelley ruled that the government 

ignored a congressional man-

date not to change the current 

rates, now negotiated individu-

ally, as well as the rules that must 

be followed if NIH wants to 

change them.

QUIZZING SCIENTISTS  The 

administration last week 

instructed federally funded 

researchers who work in other 

countries to disclose whether 

they work with communist gov-

ernments and “combat Christian 

persecution,” The New York Times 

reported. Some of the recipients 

are funded by the U.S. Centers for 

Disease Control and Prevention; 

some work on public health proj-

ects in Vietnam, for example. A 

questionnaire sent to the grantees 

ruled out spending tax dollars on 

“socialism” or “corrupt regimes 

that oppose free enterprise.”

CENSUS, FOOD SAFETY 

ADVISERS AXED  The Department 

of Commerce disbanded five 

outside panels that provided 

scientific and community advice 

to the U.S. Census Bureau and 

other federal statistical agen-

cies, just as preparations are 

ramping up for the country’s 

next decennial census, in 2030. 

The Trump administration also 

disbanded two long-standing 

scientific committees that for 

decades provided advice from 

academe and industry to the 

Department of Agriculture and 

other federal agencies about 

food safety, including microbial 

threats and meat and poultry 

inspections.

An artist’s conception 

shows a Voyager 

spacecraft with its 

antenna pointing 

to Earth.



By Sofia Moutinho

W
hen the H5N1 avian influenza vi-

rus began killing seabirds on the 

Antarctic Peninsula 1 year ago, 

scientists wondered how fast the 

deadly pathogen would spread 

on the remote continent and how 

much damage it would do to its rich wildlife.

Now, they have some answers. In the past 

6 weeks, the sailboat Australis has traveled 

along the shores of the peninsula, whose 

northern tip is just 650 kilometers from 

South America. Eight researchers dressed 

from head to toe in protective gear dis-

embarked at 27 sites to swab animals and 

test carcasses. They found the virus in all but 

three locales, affecting a total of 13 bird and 

mammal species. “The virus has reached ev-

ery corner [of the peninsula] and is infecting 

almost every animal species,” says expedition 

leader Antonio Alcamí, a microbiologist with 

the Spanish National Research Council.

So far there is no evidence that the virus 

has spread beyond the peninsula, a tongue 

of land extending north from the continent 

that makes up less than 5% of its land mass. 

Surveillance elsewhere has been limited, 

however. Large parts of the mainland are 

rarely visited and most research stations 

there do not have the capability to test for 

the virus.

“The situation in Antarctica is a bit of a 

black box,” says virus ecologist Michelle 

Wille of at the University of Melbourne, who 

was not involved in the expedition. “We’re 

still very much in the learning phase, so this 

new data is really important for us to better 

understand what is possibly going on.”

In October 2023, the highly pathogenic 

bird flu strain known as clade 2.3.4.4b—

which has decimated poultry flocks and wild 

bird populations globally since 2021—jumped 

from South America to South Georgia and 

the South Sandwich Islands as well as the 

Falkland Islands in the subantarctic region. 

In February 2024, two skuas—large, gull-like 

predatory birds—found dead near the Argen-

tine research station on the peninsula were 

the first confirmed cases on the continent it-

self. Testing at a few international research 

stations and a first expedition by the Austra-

lis team found another 58 infected animals, 

mainly in the northern part of the peninsula. 

But monitoring largely ended in March 2024, 

when the austral winter set in.

Since January, the Australis has been on 

a new Spanish-funded expedition. The ship, 

which has a lab that can detect viral DNA 

in samples, visited sites all along the pen-

insula’s west coast and in the Weddell Sea, 

on the eastern side. Researchers collected 

cloacal and tracheal swabs from live ani-

mals and brain tissue from carcasses. Out of 

846 samples, 188 tested positive, from nine 

bird and four seal species.

Most of the dead animals were skuas, 

likely because they feed on infected car-

casses. Skua populations appeared to have 

dwindled at sites the team visited last year. 

Meagan Deward, a wildlife biologist at 

Federation University, says she, too, saw 

fewer skuas than usual while aboard a 

tourist vessel recently to collect samples. 

In the south of the peninsula, in contrast, 

the researchers saw evidence of an ongoing 

die-off: more skua carcasses and a wider 

variety of infected animal species, suggest-

ing the virus has spread to these locations 

more recently.

One of the hardest hit areas was Arm-

strong Reef, a group of islets on the penin-

sula’s west coast designated as an Important 

Bird and Biodiversity Area by BirdLife In-
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INFLUENZA

H5N1 avian flu is spreading rapidly in Antarctica
Expedition finds the virus in 13 bird and seal species around the Antarctic Peninsula

I N  D E P T H

A research er collects

samples in a gentoo penguin 

colony in Antarctica.



By Meredith Wadman

I
n his maiden speech to department 

employees on 18 February, Health and 

Human Services Secretary Robert F. 

Kennedy Jr. made a vow about advisers 

to HHS agencies: “We will remove con-

flicts of interest on the committees and 

research partners whenever possible.”

Since then, reports have surfaced that 

Kennedy, who has campaigned for decades 

against generally safe and effective vac-

cines, is preparing to remove experts from 

the Advisory Committee on Immunization 

Practices (ACIP), the body that recommends 

which vaccines people in the United States 

should take, and when. In an email sent 

to a potential candidate for the commit-

tee, physician and public health researcher 

Jeffrey Klausner of the University of South-

ern California wrote that Kennedy “is looking 

for highly credible individuals not conflicted 

with the vaccine industry.”

In fact, the committee already has rigor-

ous policies in place to address the possible 

impact of industry ties. And a Science inves-

tigation of its 13 physician members found 

minimal industry payments in recent years. 

The consulting, honoraria, speaking, travel, 

and “in-kind” research payments that eight 

members received from drugmakers aver-

aged just over $4000 a year, nearly $3000 less 

than the average for all U.S. 

specialist physicians. For all 

but one member, these pay-

ments came before their terms 

started last year; data since 

they joined the committee are 

not yet available. Five others 

received no such payments.

“What RFK Jr. is doing has 

nothing to do with real undue 

influence by pharmaceuti-

cal companies,” says former 

ACIP member Paul Offit, a 

vaccinologist at Children’s 

Hospital of Philadelphia. “This 

is just him trying to stack the 

committee with people who 

are like-minded, so he can … 

make vaccines less available 

or less affordable.”

Klausner says he knows nothing about 

Kennedy’s reported plan to replace mem-

bers, and notes that recruits might be added 

to the committee, which can have as many 

as 19 members; it currently has 15. The out-

going administration of former President 

Joe Biden in 2024 appointed 13 members to 

4-year terms, an unusually large number for 

a single year. The HHS secretary can remove 

members at any time.

Made up of physicians, epidemiologists, 

and other public health experts with vaccine 

expertise, ACIP makes recommendations 

to the Centers for Disease Control and Pre-

vention (CDC). Once accepted, they dictate 

which vaccines private insurers will pay for 

as well as those the U.S. government will pro-

vide free of charge to low-income children.

“ACIP is enormously influential in shaping 

our national vaccination program and it has 

been for decades,” says Jason Schwartz, a vac-

cine policy specialist at Yale University who 

studies the committee. “That’s why there is 

such concern about changes.”

ACIP members, who annually file financial 

disclosures, are required to divest all vaccine 

manufacturer stock before they join, as are 

their family members; quit any service on 

vaccine company scientific advisory boards; 

and quit any consulting for vaccine compa-

nies. ACIP members may not serve as expert 

witnesses in vaccine litigation. They can’t ac-
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ternational because it supports a breeding 

colony of Adélie penguins and more than 

500 pairs of Antarctic shags. Twenty-nine 

birds tested positive there, including some 

from those two species. Another severely 

affected location was Marguerite Bay, at 

the southern end of the peninsula, where 

172 dead skuas were found.

Scientists fear wildlife in Antarctica is 

especially vulnerable to H5N1 because both 

birds and marine mammals breed there in 

dense colonies where multiple species in-

termingle, which helps the virus spread. 

Many species on the continent and the sub-

antarctic region are not found anywhere 

else, making them more vulnerable to extinc-

tion. “One single island can hold 90% of the 

population of a species,” says Marcela Uhart, 

a wildlife veterinarian at the University of 

California, Davis.

Still, the toll may be hard to gauge. “Unfor-

tunately, we are not going to know the true 

impact for some of these species in Antarc-

tica,” Deward says. For most species, there 

are no reliable baseline population data. And 

assessing the mortality of marine animals is 

difficult, Alcamí notes. Seals, for example, 

can die at sea or on floating ice, leaving no 

carcasses behind. Last year, a local tour-

ism operator reported seeing more than 

100 dead crabeater seals on ice in the Wed-

dell Sea; they weren’t tested but likely died 

of H5N1, Alcamí says. This year, the Austra-

lis team found three carcasses on a nearby 

beach that tested positive. “The numbers we 

have are only part of the story. It is what we 

could see on a fast expedition,” Alcamí says.

Antarctic penguins may be a bright spot. 

There were some suspected die-offs last year, 

but researchers have not seen abnormal mor-

tality rates this season. That doesn’t mean 

the birds are not infected. Using pumps that 

filter viruses from the air, the team found 

high concentrations of H5 in several colo-

nies where penguins looked healthy. Alcamí 

speculates that they may have developed 

immunity as the virus swept through in the 

previous season.

Another wave of infections could hit the 

continent from the Indian Ocean. In October 

2024, hundreds of king penguins and ele-

phant seal pups were found dead from H5N1 

in the subantarctic Crozet and Kerguelen 

islands, equidistant from South Africa and 

Australia in the southern Indian Ocean. The 

archipelagos could serve as a springboard to 

other parts of Antarctica, but also to Austra-

lia, now the world’s only region free of H5N1 

in the wild. “It’s a massive range expansion 

of the virus,” Wille says, “which is very, very 

concerning and shows that it has the capac-

ity to spread more.” j

Sofi a Moutinho is a science journalist in Rio de Janeiro.

No sign that vaccine advisers 
are beholden to industry
RFK Jr. has claimed conflicts of interest 
must be rooted out of key CDC panel

TRUMP ADMINISTRATION

A 7-year-old receives the measles vaccine this month in Texas, 

where there’s an outbreak.



cept travel or food from vaccine companies 

or hold patents or collect patent royalties on 

any vaccine product or process. Their family 

members can’t work for vaccine companies.

There are exceptions: ACIP members can 

be part of vaccine clinical trials funded by in-

dustry, and the companies typically give their 

institutions grants to support their salaries 

for time spent on the trials. They can also 

serve on data safety monitoring boards that 

ensure trial participants are kept safe, and 

the vaccine companies pay for their time.

The rationale, Offit says, is that ACIP 

needs that kind of expertise to reach the 

most informed recommendations. But mem-

bers must declare their involvement at ACIP 

meetings, which are public, and must re-

move themselves from deliberations about 

a vaccine and from votes on the vaccine, its 

potential competitors, and any product from 

the vaccinemaker.

The website Open Payments, where phar-

maceutical companies are required by law 

to report payments to doctors, shows that 

eight ACIP members received payments from 

vaccinemakers from 2017–23. For seven of the 

members, all of whom joined the committee 

in 2024, these were per-

sonal remunerations for 

consulting, honoraria, 

speaking, travel, food, 

and lodging. The eighth 

joined ACIP in 2018 

and in 2019 received a 

payment of $4662 for 

research-related “in-

kind items and services” 

for work on a Sanofi in-

fluenza vaccine. The av-

erage payment to these eight members, $4106 

a year, was slightly higher than the $3759 

average for all U.S. doctors and less than the 

$6963 average for specialists. Vaccinemakers 

also paid several members’ institutions up to 

$4.8 million over the 7 years, largely for clini-

cal trial costs—a standard practice.

“Where is the problem?” Offit asks. “If RFK 

Jr. is arguing that there is an unholy alliance 

between [ACIP] and these companies, he 

should provide some direct evidence.”

Kennedy and HHS spokesperson Andrew 

Nixon did not respond to questions. Klausner 

said current measures “might be adequate, 

but given how contentious this area is it de-

serves further transparency.”

As if in answer, CDC last week unveiled 

a tool to make it easier to see when ACIP 

members have declared a conflict and the 

ACIP votes they recused themselves from. 

Previously, watchdogs needed to attend a 

public meeting, listen to a lengthy recording, 

or wait months for written meeting minutes  

to post. The tool was released “in alignment 

with HHS Secretary Kennedy’s commitment 

to radical transparency,” a CDC spokes-

person told Science.

Klausner praised the tool, but still thinks 

there’s more that could be done. “While it 

may be hard to find people who are vaccine 

experts who do not have prior industry ex-

perience, I think it is possible and a worth-

while pursuit. There are many highly trained, 

objective doctors, scientists, and pharmacists 

who can review data and make unbiased rec-

ommendations for public health.”

Klausner has a long track record in pub-

lic health, previously working at the San 

Francisco Department of Public Health and 

the South African CDC. He has been an ar-

dent proponent of vaccinating young people 

against the cancer-causing human papillo-

mavirus, testifying in 2023 before the Cali-

fornia legislature in favor of a bill that would 

have mandated HPV vaccination for middle 

school entry.

Kennedy by contrast has been a driving 

force behind hundreds of lawsuits by people 

who received Merck’s HPV vaccine, Gar-

dasil, who charge that the company didn’t 

adequately warn them of injuries they say 

they sustained after receiving it; until his 

ascent to secretary of 

HHS, he was receiving 

payments for each cli-

ent he referred to the 

law firm representing 

plaintiffs. According to 

his recent financial dis-

closure form, Kennedy 

received $856,559 in 

referral fees from the 

firm between 2016 and 

December 2024—fees 

he has said will now go to one of his sons.

As first reported by The Wall Street Jour-

nal, Klausner is helping Kennedy find new 

ACIP members. “I am a realist,” he told 

Science. “Public health experts should not be 

sitting on the sidelines, outside the castle, 

yelling at the gates. I have an unusual oppor-

tunity to perhaps provide some advice, influ-

ence, and keep things on the rails.”

Retired vaccinologist and former ACIP 

member Kathryn Edwards, who on 17 Feb-

ruary received an email from Klausner that 

she shared with Science, is doubtful his ap-

proach will work. She also thinks interpret-

ing any engagement with industry as conflict 

is wrongheaded. She made this clear in an 

emailed response to Klausner declining to 

have her name forwarded to Kennedy: “Vac-

cine studies are largely funded by pharma-

ceutical companies and the investigators are 

paid by these companies. This does not make 

them conflicted because the guidelines for 

participation and compensation are carefully 

monitored. This makes them experts on the 

vaccines that they have studied.” j
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By Kelly Servick, in New York City

A 
recent meeting here on consciousness 

started from a relatively uncontrover-

sial premise: A newly fertilized human 

egg isn’t conscious, and a preschooler 

is, so consciousness must emerge 

somewhere in between. But the New 

York University (NYU)-sponsored gathering 

quickly veered into more unsettled territory.

At the Infant Consciousness Conference 

from 28 February to 1 March, research-

ers explored when and how consciousness 

might arise, and how to find out. They also 

considered tantalizing hints from recent 

brain imaging work that the capacity for 

consciousness could emerge before birth, to-

ward the end of gestation.

“Fetal consciousness would have been 

a less central topic at a meeting like this a 

few years ago,” says Claudia Passos-Ferreira, 

a bioethicist at NYU who co-organized the 

gathering. The conversation has implications 

for how best to care for premature infants, 

she says, and intersects with thorny issues 

such as abortion. “Whatever you claim about 

this, there are some moral implications.”

How to define consciousness is itself the 

subject of debate. “Each of us might have a 

slightly different definition,” neuroscientist 

Lorina Naci of Trinity College Dublin ac-

knowledged at the meeting before describing 

how she views consciousness—as the capac-

ity to have an experience or a subjective point 

of view. There’s also vigorous debate about 

where consciousness arises in the brain and 

what types of neural activity define it. That 

makes it hard to agree on specific markers 

of consciousness in beings—such as babies—

that can’t talk about their experience.

Further complicating the picture, the 

nature of consciousness could be differ-

ent for infants than adults, researchers 

noted at the meeting. And it may emerge 

gradually versus all at once, on different

Studies seek 
signs of 
consciousness 
before birth
Fetal and infant brains 
offer clues to when human 
experience begins

NEUROSCIENCE

“If RFK Jr. is arguing 
that there is an unholy 

alliance … he should provide 
some direct evidence.”

Paul Offit 

Children’s Hospital of Philadelphia
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timescales for different individuals. 

Most do agree that certain features of the 

brain are crucial for consciousness. One is a 

set of connections between the thalamus—

which receives and relays sensory and motor 

information from the body—and the cortex, 

where such information is further processed. 

Studies of fetal brains show the founda-

tions of that link are not in place until about 

24 weeks of development. 

But whether those structures are suffi-

cient for consciousness isn’t clear, so investi-

gators are finding creative ways to search for 

possible markers of consciousness in brain 

activity. One resource is the U.K.-based De-

veloping Human Connectome Project, which 

has collected functional MRI (fMRI) data 

from hundreds of newborns, who managed 

to lie still enough in their swaddles by dozing 

through the noisy scanning process.

Naci searched those fMRI data for one 

purported sign of consciousness: a sort of 

alternating dance between a set of con-

nected brain regions called the default mode 

network—active when a person’s mind wan-

ders or they think about themselves—and 

two others, the dorsal attention network and 

executive control network (ECN), which are 

more involved in processing the external 

world. When the default mode “is up and 

working hard … the other networks … are 

suppressed,” Naci explained in her talk. 

In work published in 2022, she and col-

leagues found all three networks, along with 

this alternating activity pattern, in newborns 

born after 37 weeks—and in premature in-

fants who were born before then but scanned 

when they reached an equivalent age. But 

premature newborns scanned earlier, be-

tween roughly 32 and 37 weeks, showed no 

networks resembling the default mode or 

ECN and no reciprocal activity. That suggests 

these features emerge late in pregnancy.

In a study published last month, Naci and 

her colleagues found another, even earlier 

feature thought to support conscious aware-

ness. Most premature newborns scanned 

before 37 weeks had signs of what’s known 

as small-world architecture. This organiza-

tional pattern, consisting of dense neural 

connections between nearby brain areas and 

sparser links between more distant ones, has 

been shown to be disrupted during anesthe-

sia and after brain injury. 

Other insights have come from magneto-

encephalography (MEG), which captures the 

magnetic fields created by neuronal activity. 

A team at the University of Tübingen used a 

MEG device designed for pregnant bellies to 

test how the fetus’ brain reacts to disruptions 

in patterns of sounds. Previous experiments 

showed that like healthy adults, people with 

impaired consciousness due to brain dam-

age can still register deviations in a short se-

quence of tones, such as the tone B at the end 

of the pattern AAAB. But their brains fail to 

react to longer timescale pattern deviations, 

such as the A at the end of the sequence 

AAAB AAAB AAAB AAAA. The bar for that 

type of response is “much higher” because 

it requires a memory process thought to de-

pend on consciousness, explained Tübingen 

neuroscientist Joel Frohlich, who wasn’t in-

volved in the original work.

Earlier studies had shown that even new-

borns can respond to these longer scale 

deviations. And in 2021 the Tübingen team 

reported that the brains of fetuses 35 weeks 

and older react to them as well. 

Preliminary results from a survey Passos-

Ferreira and colleagues conducted during 

the meeting suggests many attendees found 

the evidence for fetal consciousness compel-

ling: Forty-seven percent of respondents said 

consciousness first develops in the “later 

prenatal,” period, between about 24 weeks’ 

gestation and birth. “Early postnatal: before 

6 months old,” garnered 13%, and 10% chose 

“early prenatal: before 24 weeks of gestation.” 

Topun Austin, a neonatologist at the Uni-

versity of Cambridge, voted for “later pre-

natal.” But he thinks it’s possible that the 

experience of birth—a transition from a 

warm soup of sedating hormones to the cold, 

bright world outside—could be a key step to-

ward conscious experience.

Austin says the recent research has im-

plications for infants born preterm. Babies 

born as early as 22 weeks can sometimes 

survive, living for months in the neonatal 

intensive care unit (NICU), he notes. All that 

time their developing brains are wiring up 

based on feedback from an environment 

that’s very different from the uterus. “Giv-

ing them abnormal sensory inputs may af-

fect their subsequent development,” he says, 

which means it’s important to limit excessive 

light and noise in NICUs.

Understanding when consciousness devel-

ops might also affect pain management in 

these tiny patients. Pain is typically defined 

as an unpleasant experience—which means 

it’s likely to require “a degree of conscious-

ness,” Austin says. As recently as the 1980s, 

anesthesia wasn’t routinely given to infants. 

But the modern practice of administering 

pain relief may have its own consequences, 

he says. “We don’t know what giving loads of 

morphine to these developing opiate recep-

tors [in the newborn brain] does” in the long 

term. If research could help pin down levels 

of consciousness in an infant at a given age, 

doctors might better tailor pain treatment to 

provide only what’s necessary, he says. 

Inevitably, the possibility of prebirth 

awareness led to discussions at the meet-

ing about abortion. The vast majority of 

abortions in the United States occur before 

8 weeks, noted pediatric neurologist William 

Graf at Connecticut Children’s Medical 

Center—far earlier than most scientists be-

lieve pain or consciousness are likely. And 

consciousness is only one consideration po-

tentially affecting the moral status of a fetus, 

some researchers argued. Still, claims about 

fetal pain have landed in recent legal debates, 

including the 2022 U.S. Supreme Court case 

that overturned the federal right to abortion. 

After the decision, two researchers published 

a paper describing how their previous pain 

research had been misinterpreted to claim 

that fetuses feel pain as early as 12 weeks af-

ter conception—before the formation of the 

cerebral cortex.

Any firm pronouncement that a fetus feels 

intense pain at X weeks is “doing a disservice 

to the science,” Austin says, “because it’s put-

ting an absolute where there just isn’t.” That’s 

one reason work like the recent fetal imaging 

studies is so important, he says. “I think you 

need to work your way down,” sorting out 

what the accumulating clues might mean for 

consciousness, he says. “Then it’s for society 

to decide what is acceptable.” j

Clarifying when consciousness arises could help refine hospital care for premature infants.



By Richard Stone

I
n the Soviet Union, the Zaporozhets au-

tomobile was legend. Mass produced in 

the 1960s in the Ukrainian city of Zapor-

izhzhia, early models were known for 

steel frames as flimsy as cardboard and a 

gas tank under the front hood that could 

turn a fender bender into a carbecue. But the 

plebeian car did have a classy touch: nickel-

plated bumpers, which had consequences 

that reverberate today. For decades, facto-

ries making Zaporozhets components, along 

with other industry and agriculture, poured 

effluents laden with nickel, cadmium, lead, 

and other heavy metals into the huge Kak-

hovka Reservoir nearby, where the toxicants 

settled into the lake-bottom sludge.

On 6 June 2023, those sediments trig-

gered what Alexander Sukhodolov, a hydro-

dynamicist at the Leibniz Institute of Fresh-

water Ecology and Inland Fisheries, calls “a 

toxic time bomb.” A 400-meter-wide section 

of the Kakhovka Dam collapsed, perhaps 

as a result of sabotage, sending 16.4 cubic 

kilometers of water—and tons of contami-

nated silt—surging down the Dnipro River 

in southern Ukraine. Scores of people died 

in the flood, up to 1 million lost access to 

drinking water, and irrigation canals for 

an important agricultural region turned 

into trickles. The deluge laid waste to eco-

systems, leaving billions of mussels rotting 

in the desiccated lakebed and scrambling 

estuaries where the river empties into the 

Black Sea (Science, 5 January 2024, p. 18).

In the months since the disaster, “eco-

systems have shown a remarkable resil-

iency,” says Yuriy Kvach, a biologist at the 

National Academy of Sciences of Ukraine’s 

Institute of Marine Biology. Habitats and 

species are reviving, he and colleagues re-

ported in Ecological Processes in February. 

Now that the Dnipro is flowing freely, en-

dangered sturgeon have reappeared, and 

meadows dotted with willows are taking 

hold on the dry lakebed.

But behind the vibrancy lurks a potent 

pollution threat, Sukhodolov and colleagues 

detail in a paper this week in Science 

(p. 1181). Before the dam breach, Kakhov-

ka’s reservoir accumulated a layer of loess 

silt up to 1.5 meters thick, amounting to as 

much as 1.7 cubic kilometers. The now ex-

posed sediments contain about 83,000 tons 

of heavy metals, the researchers estimate. 

YouTube videos showing a brownish black 

crust on the lakebed are evidence of “the 

really huge accumulations of heavy metals,” 

says ecologist Oleksandra Shumilova, lead 

author on the Science paper who’s also at 

the Leibniz Institute.

The emerging danger is that those toxicants 

won’t stay put, Shumilova says. Less than 1% 

of the sediment has been swept downstream 

so far, but seasonal floods from heavy rains 

or snowmelts will continue to wash the pol-

lutants down the Dnipro and into the water-

shed around the former reservoir. In spring 

2024, for instance, contaminated floodwaters 

inundated nearly 900 square kilometers, the 

Science authors report.

The war in Ukraine has stymied efforts 

to understand the scope of the threat. Much 

of the lower Dnipro wends along the front 

line, leaving scientists who venture there 

vulnerable to shelling or drone attacks. And 

the Ukrainian military forbids research 

cruises in the Black Sea, forcing scientists to 

rely mainly on remote sensing data to moni-

tor water conditions. But some upstream 

areas, near Zaporizhzhia city, are safer to 

access. In 2023, Czech and Ukrainian non-

governmental organizations sampled the 

river at several sites, finding a witch’s 

brew including heavy metals, polyaromatic 

hydrocarbons, and the insecticide DDT.

The “real danger” lies in the pollutants 

building up, or bioaccumulating, in the food 

web, Shumilova says. So far, however, scien-

tists have little data on that. To fill the gap, 

Shumilova and Ukrainian colleagues are 

meeting next month to develop a research 

plan for tracking bioaccumulation, for in-

stance by probing for heavy metals in the 

scat of local deer populations.

In the meantime, researchers and others 

are debating whether the Kakhovka Dam 

should be rebuilt. Some ecologists think that’s 

a bad idea, noting that the willow meadows 

now thriving in the former lakebed are stabi-

lizing sediments and sopping up heavy met-

als from the soil. Others argue rebuilding is 

necessary to restore irrigation networks and 

ensure drinking water supplies.

Sukhodolov cautions that the willows’ 

powers of remediation won’t eliminate the 

threat of heavy metals borne on seasonal 

floods. He expects Ukraine to rebuild the 

dam, and until the river is impounded again 

he and his co-authors propose building two 

15-kilometer-long barriers along the Dnipro 

to curtail pollution releases.

As long as the war continues, such plans 

are pipe dreams. In the meantime, the spec-

ter of another threat haunts Ukraine: pos-

sible attacks on the Dnipro’s five remaining 

dams or on the Dniester River cascade, a se-

ries of hydropower and flood control struc-

tures. “If more dams are targeted, the human 

toll and environmental damage could be cat-

aclysmic,” the Science authors warn.

“Water has been a weapon of war through-

out history,” says ecologist Carol Stepien of 

the Smithsonian Institution’s National Mu-

seum of Natural History, who has worked in 

the Lower Dnipro Basin. Until the war ends, 

she says, “Ukraine will be in a rather precari-

ous situation.” j
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In Ukraine, dam’s destruction 
sets off a ‘toxic time bomb’
Floods threaten to spread sediments laden with toxicants

ENVIRONMENTAL SCIENCE

“No swimming! Careful mines!” warns a sign posted 

in the Kakhovka Reservoir’s dessicated bed. 



By Phie Jacobs

I
t was evening when the scientists began 

their journey into the abyss. As the Chi-

nese submersible Fendouzhe plunged 

ever deeper, Weishu Zhao—an extremo-

phile microbiologist at Shanghai Jiao 

Tong University—glimpsed biolumines-

cent creatures glowing green, yellow, and 

orange against the fathomless dark. Upon 

reaching the sea floor, more than 10,000 

meters down, the team switched on the sub-

mersible lights to reveal “a profound and 

mysterious blue” filled with drifting plank-

ton. “At that moment,” Zhao says, 

“I knew immediately that the [deep 

ocean] must be a much more thriving 

habitat than we had imagined.”

The Pacific Ocean’s Mariana Trench, 

the deepest of the world’s trenches, 

has long fascinated scientists and ad-

venturers alike. One of the latest to 

explore it was movie director James 

Cameron, who in 2012 journeyed via 

cramped one-person submersible to 

a slot-shaped valley within the trench 

called the Challenger Deep, nearly 

11,000 meters below sea level—the 

deepest point on Earth. Other expedi-

tions have mapped the trench’s bizarre 

topography. Now, in a trio of papers 

published last week in Cell, scientists 

are shining a spotlight on the weird 

and wonderful organisms that inhabit 

this mysterious environment.

“These studies significantly advance 

deep-sea biology,” says Santiago Herrera, a 

molecular ecologist at Lehigh University who 

wasn’t involved in the research. All three pa-

pers, part of the Mariana Trench Environ-

ment and Ecology Research project, shed 

light on one of the planet’s most unexplored 

habitats: the hadal zone, which lies within 

trenches between 6000 and 11,000 meters 

down. There, crushing pressure, darkness, 

and frigid temperatures are hostile to life—

and enough to thwart most expeditions.

To reach those depths, researchers used 

Fendouzhe, which Douglas Bartlett, a deep-

sea microbiologist at the University of 

California San Diego, describes as “an en-

gineering marvel.” (The U.S. submersible 

Alvin, by comparison, can dive up to 6500 

meters deep.) Capable of carrying three peo-

ple to the very deepest parts of the ocean, 

the vessel is equipped with a pair of robotic 

arms and a sample basket, enabling it to col-

lect hundreds of samples in a single dive. 

Between August and November 2021, Fen-

douzhe made dozens of dives in the Mariana 

Trench and neighboring regions, bringing 

back samples of microbe-filled sediment, 

fish, and tiny crustaceans called amphipods.

“An incredible level of diversity was un-

covered,” Bartlett says, referring to one new 

study that identified more than 7000 new 

microbial species in the Mariana Trench, 

89% of them new to science. Study co-author 

Mo Han, a biologist at BGI Research, says the 

microbes have evolved strategies to survive 

despite darkness and a scarcity of nutrients. 

Genetic analysis revealed that some have 

small, highly efficient genomes specialized 

for a few vital functions, whereas others have 

larger, more versatile genomes equipping 

them to deal with changing environmental 

conditions. Some species have genes that en-

able them to consume difficult-to-degrade 

substances such as carbon monoxide. “Life 

finds more than one way,” Han says. 

In a second study, researchers report that 

amphipods may have adapted to this ex-

treme environment by forming a symbiotic 

relationship with deep-sea bacteria, making 

them one of the hadal zone’s most abundant 

inhabitants, says study co-author and BGI re-

searcher Shanshan Liu. Analysis of the crus-

taceans’ gut contents revealed high levels of 

Psychromonas bacteria, which the team sus-

pects may help produce a compound called 

trimethylamine N-oxide. Found in many 

deep-sea organisms, the substance main-

tains the balance of fluids in the body and 

helps protect against the damaging effects of 

high pressure.

A third study found evidence that fish 

living at depths of 3 kilometers or more all 

share a genetic mutation that allows their 

cells to more efficiently transcribe genes into 

essential proteins, helping them quickly re-

spond to stress brought on by pressure, cold, 

and darkness. By studying the genomes of 

11 species, the researchers were also able to 

determine when certain lineages first colo-

nized the deep sea. Eels, for example, 

may have taken the plunge about 

100 million years ago, avoiding the 

mass extinction event 65 million years 

ago that wiped out the dinosaurs and 

many marine organisms living in shal-

lower water. Snailfish, meanwhile, 

might have ventured into deep-sea 

trenches about 20 million years ago, 

possibly coinciding with a period of 

tectonic upheaval. The deep sea may 

have served as an “ecological refuge” 

during environmental changes caused 

by dramatic temperature and oxygen 

fluctuations, says study co-author and 

BGI researcher Yue Song.

Besides revealing a thriving ecosys-

tem in the hadal zone, the researchers 

also witnessed disturbing signs of hu-

man activity. During their dives, Zhao 

explains, the team came across plastic 

bags, beer bottles, and soda cans—

and even a nearly intact laundry basket at 

the deepest part of another seafloor chasm, 

the Yap Trench. “This was deeply shock-

ing to us,” Zhao says. But they also discov-

ered that deep-sea microbes seem to have 

a knack for breaking down pollutants and 

harnessing them for energy, she says, sug-

gesting these organisms “might offer new 

solutions to current human environmental 

pollution problems.”

In the future, the team plans to investigate 

other deep-sea trenches around the world—

and possibly uncover clues to the origin of 

life on Earth. “Eighty percent of the global 

hadal zone is still a mystery,” BGI researcher 

Liang Meng says, “and there could be even 

more extraordinary life forms to be discov-

ered in this uncharted biosphere.” j

With reporting by Elizabeth Pennisi.
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At the bottom of the Mariana Trench, organisms have found ways to 

survive crushing pressures and scarce resources.

MARINE SCIENCE

Oceans’ trenches are home to ‘incredible’ diversity
In trio of studies, scientists explore life in the mysterious hadal zone
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By Sara Reardon

R
esearchers across the United States 

and beyond who study trans-

gender health are learning that their 

National Institutes of Health (NIH) 

grants have been abruptly canceled. 

After two killed grants were revealed 

last week, Science identified another 14 fo-

cused on transgender human health that 

were terminated on 28 February via NIH 

letters saying each project “no longer effec-

tuates agency priorities.”

NIH also last week placed seven employ-

ees on administrative leave who had worked 

in NIH’s defunct Sexual and Gender Minor-

ity Research Office (SGMRO). They had been 

reassigned to other topics last year in an at-

tempt to protect their jobs.

The moves appear part of Presi-

dent Donald Trump’s administra-

tion’s overall attempt to eliminate 

any funding or personnel connected 

to transgender issues from the fed-

eral government. In his speech to 

Congress last week, Trump even 

derided “$8 million for making 

mice transgender,” which the White 

House the next day in a press release 

said referenced six “egregious” NIH 

grants, most of which involved giving 

rodents cross-sex hormones to study 

the effects on conditions such as can-

cer, heart disease, and asthma.

Some of the mouse research was 

meant to model humans receiving hormones 

as part of gender-affirming care. The White 

House didn’t explicitly declare the grants 

had been canceled, but the president’s 

Department of Government Efficiency 

(DOGE) later said it had killed a total of 

seven grants involving “transgender experi-

ments on animals.”

Brittany Charlton, an epidemiologist 

at Harvard University who studies sexual 

and gender inequity in medicine, says the 

grant cancellations will hurt a transgender 

community already frightened by the 

Trump administration’s anti-LGBTQ ac-

tions. “These cuts are going to have cata-

strophic effects,” she says. “They’re not 

only impacting the LGBTQ community, but 

also scientific integrity and the broader 

community as well.”

NIH funds more than 400 grants that 

mention “transgender,” “gender minority,” 

or “nonbinary” in their abstracts. The online 

newsletter Inside Medicine first reported 

that the National Institute on Aging had 

killed grants at Vanderbilt University and 

the University of Nevada, Las Vegas because 

of “transgender issues.” But similar grants 

from at least 10 NIH institutes and totaling 

more than $8 million have also been killed, 

Science has determined by analyzing DOGE 

social media posts and the “savings” the or-

ganization lists on its website as examples of 

what it considers to be government waste. (A 

list of the grants is online at https://scim.ag/

NIHtransgrants.) 

Ivanka Savic-Berglund, a neurologist at 

the Karolinska Institute, received a termina-

tion letter last month. “I was mentally pre-

pared,” she says. 

Her $120,174 grant from the National 

Institute of Biomedical Imaging and Bio-

engineering funded a project on gender dys-

phoria, when people identify as a different 

gender than they were assigned at birth. Vol-

unteers with this gender disconnect could 

modify a 3D avatar to reflect how they per-

ceive their body and the body they feel they 

should have. Savic-Berglund says the project 

had recruited nearly 40 participants and 

hoped to add more—but the cost savings for 

NIH may be minimal because her grant was 

set to expire at the end of March.

Sean Arayasirikul, a nonbinary medical 

sociologist at the University of California, 

Irvine, also learned that their $426,660 

grant from the National Institute of Al-

lergy and Infectious Diseases (NIAID), 

scheduled to run two more years, was 

terminated. The project studied how race- 

and gender-based stigma affect HIV risk 

and participation in HIV prevention ef-

forts. NIAID’s letter said “no modification 

of the project could align the project with 

agency priorities.”

Science has also confirmed that NIH sepa-

rated current grants into four categories 

based on Trump’s executive orders, includ-

ing those targeting “gender ideology” and 

LGBTQ+ issues. Projects that solely sup-

ported diversity, equity, or inclusion  were to 

be terminated, whereas grants that partially 

support DEI activities or include some DEI 

language could be maintained with modifi-

cations and the rest could proceed as is. (Na-

ture first reported the categorization.)

NIH did not respond to questions from 

Science about the grant terminations. A per-

son with direct knowledge of the situation 

says the NIH Office of the Director, 

acting at the behest of the Depart-

ment of Health and Human Services, 

instructed grants officers to send out 

the same termination letter except for 

a paragraph to be inserted depending 

on whether the reason was related to 

DEI, China, or transgender issues. At 

least 24 grants involving those issues 

were terminated, the source said, and 

many more terminations are coming.

Arayasirikul’s letter does not men-

tion the word “transgender.” Instead, 

it says, “Research programs based on 

gender identity are often unscientific, 

have little identifiable return on in-

vestment, and do nothing to enhance 

the health of many Americans. Many such 

studies ignore, rather than seriously exam-

ine, biological realities.”

SGMRO had coordinated internal and 

extramural research on transgender topics 

until its staff was reassigned before Trump’s 

inauguration. “There was a strong concern 

that the office would become a target,” an 

NIH employee with direct knowledge of the 

situation told Science. On 4 March, all seven 

of its former permanent employees received 

letters placing them on administrative 

leave. An email seen by Science stated the 

move was “not being done for any disciplin-

ary purposes.”

As for those receiving the NIH grant ter-

minations, there’s been an unexpected sil-

ver lining, Arayasirikul says. “It’s forcing us 

to come together as a community,” they say. 

“This is a moment that really allows us to 

stand together.” j

Antitransgender actions by President Donald Trump’s administration

TRUMP ADMINISTRATION

NIH kills existing grants on transgender issues
Some termination letters cite “biological realities” to dismiss usefulness of such research



By Ann Gibbons

O
n his first day digging in a Spanish cave 

in 2022, archaeology graduate student 

Edgar Téllez found something spec-

tacular: a mud-covered facial bone 

with tooth roots intact. His colleague, 

archaeologist Rosa Huguet, took a 

look. “I was 95% sure we had found a hu-

man fossil, but I didn’t dare say it was hu-

man remains,” says Huguet, who is at the 

Research Centers of Catalonia’s Catalan In-

stitute for Human Paleoecology and Social 

Evolution at Rovira i Virgii University. She 

hesitated in part because it was embedded 

in sediments more than 1.1 million years old, 

older than any other human fossil known in 

Western Europe.

After cleaning and examining the fossil, 

the team of researchers was 100% certain. 

“The fossil represents the earliest hu-

man face of Western Europe,” says paleo-

anthropologist Maria Martinón-Torres, di-

rector of Spain’s National Human Evolu-

tion Research Centre (CENIEH) and a lead 

researcher of the Atapuerca Project, which 

has excavated many significant fossils in 

caves in the Atapuerca Mountains of north-

ern Spain. The find, reported this week in 

Nature, confirms that a wide-ranging hu-

man ancestor, Homo erectus, whose remains 

are scattered across Africa and Asia, made it 

to Western Europe as well.

Although the ancestors of all humans 

arose more than 6 million years ago in 

Africa, the earliest hominin fossils out-

side of Africa are five stunning skulls 

that date to 1.8 million years at Dma-

nisi, in the Republic of Georgia. The 

Dmanisi fossils have been classified as 

early H. erectus, which arose in Africa 

2 million years ago. But they look differ-

ent enough from one another that some re-

searchers think they represent at least two 

different species—suggesting more than 

one species of early Homo left Africa.

In Western Europe, the hominin fossil re-

cord was largely barren until 800,000 years 

ago. The only hint of an earlier human pres-

ence has been a single tooth and stone tools 

dating to 1.4 million years found in Spain 

and along the Mediterranean rim, and a 

1.1-million-year-old hominin jawbone that 

Huguet found in the same Sima del Elefante 

site at Atapuerca in 2007. 

The new fossil indicates that H. erectus or 

its close relative likely made at least some 

of those tools. The fragmentary midface 

shares key H. erectus traits, such as a prim-

itive nose that doesn’t project out as much 

as modern human noses. But it also shows 

some differences, such as a narrower mid-

face than H. erectus in Asia or Africa, says 

paleoanthropologist José María Bermúdez 

de Castro of CENIEH. It only has two worn 

teeth, which makes it tough to pin down 

its identity, prompting the researchers to 

hedge and call it H. “affinis” erectus, Latin 

for affinity with a known species. 

They do rule out that it belongs to a dif-

ferent human ancestor known as H. anteces-

sor, fossils of which dating to about 860,000 

years ago were found nearby. The midface 

of H. antecessor is much flatter and more 

closely resembles that of our species, H. sa-

piens, and its proteins suggest it was closely 

related to the common ancestor of our spe-

cies, Neanderthals and Denisovans. 

The date of 1.1 million to 1.4 million years 

old—during an epoch known as the early 

Pleistocene—is based on the known age for 

the combination of thousands of animal fos-

sils found in the same layer of the cave. The 

researchers also relied on periodic shifts in 

Earth’s magnetic field that can be detected 

in the sediment, and measurements of cos-

mogenic nuclides produced when sunlight 

reacted with minerals in the dirt. In the 

same layer, researchers also found the bone 

of a small mammal with cutmarks showing 

it had been defleshed with stone tools. 

The presence of two types of early Homo 

at Atapuerca 200,000 to 300,000 years apart 

shows that more than one kind of hominin 

was already moving across Europe in the 

early Pleistocene, Martinón-Torres says. She 

thinks H. erectus or its close relative came 

first, but left Atapuerca or died out during 

a frigid period when glaciers advanced over 

Europe, about 900,000 years ago. Then, H. 

antecessor may have come from a source 

population in Eastern Europe or Africa, and 

spread to Western Europe.

Mirjana Roksandic, a paleoanthropo-

logist at the University of Winnipeg who is 

not part of the team, says that scenario fits 

with evidence coming from archaeologi-

cal sites in the Balkan Mountains. Fossils 

there reveal a refuge where diverse types 

of animals survived brutal cold periods, 

then spread east and west as glaciers re-

treated. Maybe these early hominins took 

refuge with those animals and followed 

them into the far reaches of Europe and 

Asia, she says.  

Paleoanthropologist Katerina Harvati of 

the University of Tübingen says the new 

findings don’t settle the question of where 

H. antecessor evolved. “Going forward it 

would be important to explore … the rela-

tionship of these populations with the early 

fossil humans of northern Africa, as [that] 

region represents an obvious, if not neces-

sarily straightforward, potential place of 

origin for the Iberian groups,” she says.

Regardless, Roksandic says the face is 

the long-sought fossil evidence that “gives 

us an idea of who moved, where they 

moved, and what was the result for human 

evolution in Europe.” j

14 MARCH 2025 • VOL 387 ISSUE 6739    1137SCIENCE   science.org

P
H

O
T

O
: 

M
A

R
IA

 D
. 

G
U

IL
L

É
N

/
IP

H
E

S
-C

E
R

C
A

Face to face with the first known 
Western European
At least 1.1 million years old, a fossil face suggests 
more than one type of early human inhabited Europe

PALEOANTHROPOLOGY

This fossil midface 

from Spain represents 

the earliest known 

human remains from 

Western Europe.
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Cochlear implants give deaf kids unprecedented access to sound. 
But insisting they avoid using sign language may be risky  By Cathleen O’Grady

C
ason was 3 years old when doctors 

in South Carolina fitted him with 

cochlear implants—assistive devices 

for profoundly deaf people that 

send sound directly into the inner 

ear. Because the signal from the im-

plants is not the same as biological 

hearing, implant users like Cason 

work hard to interpret what they 

hear through them. He soon started speech 

therapy, learning how to make sense of the 

sound coming from his implants.

It was at speech therapy that Cason’s mother, 

Amanda Cooper, was advised not to use sign 

language with her son if she wanted him to 

learn to speak. The therapist “did not want me 

using it at all, in therapy or at home,” Cooper 

says. But Cason struggled. His therapist 

would cover her mouth to encourage Cason 

to process speech without visual cues—an 

intensive method recommended by implant 

manufacturers and many specialists. “When 

you did that, he would break down,” Cooper 

says, recalling the sessions. “He would cry.” 

Although the exact reason for Cason’s strug-

gle is hard to know, his rare form of deaf-

ness, which disrupts how sound travels to the 

brain, may have distorted the sound from the 

implant; he may have also struggled because 

he received implants relatively late.

After a year of this, Cooper decided to stop 

Cason’s speech therapy. Despite the thera-

pist’s warning not to sign, Cooper had started 

researching sign language and using very ba-

sic American Sign Language (ASL) at home 

to supplement Cason’s communication; now, 

she made signing her focus. “That changed 

everything for him,” Cooper says.

But Cason still suffered damage from being 

deprived of accessible language input at an 

early age. Now 12 years old, he reads below 

grade level and has a hard time expressing 

IMPERFECT  SOUNDS

This story uses both “Deaf” and “deaf” depending 

on what sources said was their preferred term.
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himself. He can have an idea “in his head,” 

Cooper says, but “not know how to get it out.”

Cason’s story underscores an ongoing, 

sometimes bitter debate about language ac-

cess for the estimated 1000 deaf children 

who receive cochlear implants each year in 

the United States. Many providers—such as 

audiologists and speech therapists—as well 

as researchers maintain that a deaf child’s 

best chance of learning spoken language after 

getting implants is to focus on speech exclu-

sively, maximizing exposure to spoken lan-

guage while a child’s developing brain 

can best learn how to process cues 

from the surrounding environment. 

But cochlear implants don’t al-

ways deliver on their promise. Chil-

dren may only get poor-quality 

sound through them—sometimes be-

cause the implants are not properly 

calibrated—or they may struggle to 

process the sound they hear. Kids 

have varying outcomes, for reasons 

that are not fully understood. For 

children whose cochlear implants 

don’t give them good access to sound, 

focusing purely on speech puts their 

language development at risk, says 

Julia Hecht, a retired pediatrician and 

advocate for sign language. That can 

prompt a cascade of poor cognitive, 

educational, and social outcomes, she 

says. Kids deprived of language in 

their early years struggle with mem-

ory, numeracy, sequential processing, 

and other skills—and they may never 

attain full linguistic fluency.

It was in recognition of such risks 

that, in 2023, the American Academy 

of Pediatrics (AAP) published guide-

lines that for the first time recommended 

ASL or another signed language for parents 

to give deaf children early and unrestricted 

access to language—regardless of whether 

they have cochlear implants. Signed lan-

guages can create “immediate communica-

tion and bonding in the home,” the guidelines 

say, and provide enough language to “prevent 

the risk of language deprivation.”

Advocates of the speech-only approach 

aren’t swayed, however. The American 

Cochlear Implant Alliance—a nonprofit 

advocacy group that includes clinicians, 

researchers, and implant manufacturers—

published a response saying the recommen-

dations were “inaccurate and biased.” The 

group alleged that the AAP authors had 

excluded research that reports good speech 

outcomes in kids with no sign language expo-

sure and glossed over the difficulty faced by 

hearing parents in learning a new language.

Both sides agree that early intervention is 

key. When children do not reach their cog-

nitive, linguistic, and emotional potential 

because of language deprivation, “the stakes 

are the highest,” Hecht says. 

UNLIKE HEARING AIDS, which sit outside the 

ear and amplify sound, cochlear implants 

send sound directly into the inner ear via 

electrodes implanted into the cochlea. 

Roughly one in every 1000 babies born in 

the U.S. has severe to profound hearing loss, 

making them potential candidates for a co-

chlear implant. Various factors, including the 

anatomy of the inner ear, determine whether 

an implant will be viable, but fewer than half 

end up with the devices.

Guidelines for audiologists, pediatricians, 

and other medical experts emphasize the role 

of “parent choice” in the decision: A cochlear 

implant is recommended if parents want to 

prioritize spoken language for their child. 

Most deaf children are born to hearing par-

ents, who don’t know a signed language and 

who probably don’t know a deaf person, says 

 Ann Geers, a retired linguist who consults 

for Washington University in St. Louis and 

whose work has been influential in promot-

ing the use of technology and speech therapy 

with deaf kids. Their goal for their child is “to 

live as typical a life as possible,” she says. 

Many doctors and other professionals still 

believe spoken language is “critical and neces-

sary to function in society,” says Wyatte Hall, 

a Deaf language deprivation researcher at the 

University of Rochester. But he and others in 

the deaf community feel this reflects ableism, 

a form of bias that views spoken language as 

intrinsically better than signing.

Children’s progress with speech does not 

always live up to parents’ hopes. A child with 

cochlear implants is “still deaf,” Hall says, and 

may not have good enough access to sound to 

acquire fluent spoken language.

Because the signal from implants is 

imperfect, children need to learn to make 

sense of the input. That’s why clinicians rec-

ommend cochlear implants as early as pos-

sible, while kids’ brains are at their most 

flexible. In many countries, newborns are 

screened for deafness, and in the U.S. a child 

can receive cochlear implants as 

early as 9 months of age. A range of 

studies supports early intervention: 

The younger children are when im-

planted, the more likely they are to 

approach the spoken language skills 

of hearing peers.

Families should choose which lan-

guages to use with their child, says 

Jessica Messersmith, an audiologist 

at the University of South Dakota. But 

if their goal for a child with implants 

is spoken language, then “spoken 

language does need to be a primary 

input.” Messersmith co-authored the 

2019 American Academy of Audio-

logy clinical practice guidelines, 

which say parents should be informed 

about the full range of language op-

tions, but that “the likelihood of a 

child gaining high benefit in the areas 

of speech perception, speech produc-

tion, and spoken language increases 

when more emphasis is placed on lis-

tening and spoken language.” 

Many of the studies comparing 

how children fare when exposed only 

to speech or to speech and sign lan-

guage are weak or flawed, a 2016 Pediatrics 

review concluded. But Messersmith and oth-

ers point to an influential paper Geers and 

colleagues published the next year in Pedi-

atrics. The study, done in 97 children with 

cochlear implants, found that those who 

had not been exposed to any kind of visual 

language—including ASL, as well as systems 

that mix signs with spoken language—had 

better speech outcomes than children with 

some visual language exposure.

It was not a controlled study, Geers em-

phasizes: To properly test the effects of differ-

ent language choices, researchers would have 

had to randomly assign parents to use differ-

ent language modalities with their children, 

which would be impossible in practice.

Hall and others had deeper reservations. 

They said that because the study grouped 

ASL with artificial communication systems 

that combine gestures and speech, it could 

say little about the effects of exposing chil-

dren to a natural human signed language. 

They also argued the research couldn’t show 

Kipp in conversation with his deaf mentor, Nobuo Hara (left), 

who taught Kipp and his family Australian Sign Language.
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that sign language actually caused the poorer 

outcomes. Parents could be more likely to use 

sign if their child struggles with speech, says 

Deborah Chen Pichler, a sign language lin-

guist at Gallaudet University—so the causal 

arrow could point the other way: “Those 

children are probably signing because they 

weren’t progressing well in spoken language.”

That’s not uncommon. A 2016 paper in 

Otology and Neurotology found that many 

early-implanted children had outcomes on 

a range of spoken language tests that were 

close to hearing children—but depending on 

the test, between 19% and 42% of these kids 

did not. Research has found that children 

are more likely to approach or match their 

hearing peers on speech if they are younger 

at implantation, have more intensive speech 

training, and have more educated parents. 

But it’s not perfectly predictable which 

children will struggle, or why. “For all the 

children who are doing well with cochlear 

implants, there is this sort of trail of the chil-

dren who are left behind,” Hecht says.

And sometimes the technology itself fal-

ters. Implants need to be calibrated to en-

sure an implant user can hear a full range of 

frequencies at a comfortable volume, a step 

that sometimes goes awry. In one extreme 

case, news broke in 2022 that Adelaide, Aus-

tralia’s Women’s and Children’s Hospital had 

botched the “mapping” of many children’s 

cochlear implants. So far, investigations have 

identified 141 children who were affected, as 

well as a further 59 cases found in a separate 

cluster at Townsville University Hospital in 

Douglas, Australia. To advocates of early sign-

ing, such cases are a cautionary tale.

WAITING TOO LONG to consider sign language 

can be risky, advocates say, even as par-

ents are regularly advised to “wait and see” 

whether a child takes to speech therapy.

This was the case with Kipp, a boy who 

lives in Esperance, a remote town in West-

ern Australia. His parents, Sarah Brophy and 

Damian Freeman, a nurse and paramedic, 

respectively, visited some 20 medical, hear-

ing, and speech professionals about Kipp’s 

hearing and language when his early lan-

guage was not progressing and hearing test 

results were unclear. None encouraged them 

to use sign language, and about half warned 

against it, saying it could be harmful, Brophy 

says. An audiologist finally identified Kipp as 

profoundly deaf when he was nearly 3 years 

old, still steering his parents away from sign 

language, even though more than a year of 

speech therapy had been ineffective. By then, 

the family was drowning. Kipp had no way to 

communicate and was acting out in frustra-

tion. “The day was just filled with horrendous 

screaming and screeching. … I was at break-

ing point,” Brophy says. 

Shortly after Kipp’s deafness was identi-

fied, Nobuo Hara, a deaf neighbor, learned 

about Kipp and visited the family. “He gave 

us a deaf awareness training in our kitchen 

and said, ‘Whether you can afford to pay me 

or not, I want to teach your family Auslan 

[Australian Sign Language],’” Brophy says. 

Hara became the family’s mentor, coming to 

their house three times a week to practice for 

an hour or two. 

Within weeks, everything changed. Kipp 

picked up vocabulary rapidly, and within 

months, he was “storytelling and asking 

questions,” Brophy says. “His whole world 

opened up and our family could now con-

nect.” At age 5, he has Auslan skills on par for 

his age. Kipp got his first cochlear implant at 

age 4 and the second at age 5, and Brophy 

and Freeman have leaned on Auslan to help 

him with spoken language: When he’s con-

fused by English, he asks questions in Auslan. 

“He is such a gentle soul—so empathetic and C
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From sound to signal
A cochlear implant uses a 

sound processor that sits 

behind the ear. This turns 

audio waves from outside 

the ear into a digital signal 

sent to the transmitter 

coil that conveys that 

signal to the surgically 

implanted receiver. The 

receiver then sends 

electrical impulses into an 

electrode array inserted 

into the cochlea. This 

stimulates the auditory 

nerve to further transmit 

the information to the brain.

Language before words

Newborn 12 months

1 week

Calms down 
at hearing an 
adult voice

1 month

Makes brief 
vowel sounds 
like “ah”

4 months

Makes sounds 
back to a caregiver 
talking to the baby; 
makes cooing 
sounds

6 months

Takes turns 
making sounds 
with a caregiver; 
engages in vocal 
play like squealing 
noises, including 
laughing

9 months

Makes babbling 
sequences like 
“dadadadada”;
earliest FDA- 
approved age for 
cochlear implants

12 months

Understands 
“no”; uses a first 
word like “mama” 
or “dada”
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Early milestones
Linguistic skills begin to develop early in a newborn’s life. Research fi nds that children with cochlear implants 

have greater success with spoken language if they are implanted at about 9 months, which is the earliest age 

for which the U.S. Food and Drug Administration (FDA) has approved these devices. But babies younger than 

this are already taking in language from their surroundings and building up to their fi rst word.
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patient and inquisitive,” Freeman says, which 

makes it more painful to remember the pro-

foundly frustrated and isolated toddler he 

once was: “I actually can’t spend any time 

thinking about it. … It breaks you.” 

Kipp seems to have been young enough to 

catch up thus far despite having late access 

to language. But missing out on language 

exposure when the brain is at its most flex-

ible can have lasting consequences, as it did 

for Cason. “People think language begins 

with the first word,” says Carol Pad-

den, a Deaf sign language linguist at 

the University of California San Diego 

(UCSD). “It doesn’t.” Hearing children 

begin cooing, turning their heads to-

wards a voice, and making sounds back 

to their caregivers at just 4 months old. 

By 6 months, they engage in turn taking, 

making noises back and forth with other 

people in a conversationlike pattern. 

Children exposed to a signed language 

from birth hit the same milestones using 

their hands as articulators. “It’s almost 

like you have to build the apparatus, and 

then you insert the words,” Padden says. 

The longer a child goes without lan-

guage, the more severe the effects are, 

says Rachel Mayberry, a linguist at 

UCSD who studies the effects of lan-

guage deprivation. Mayberry’s work 

has found that language-deprived late 

sign language learners processed sign 

language using areas of the brain as-

sociated with vision, rather than lan-

guage; and that they had anatomical 

differences in areas of the brain asso-

ciated with language processing. Other 

research has found that language 

deprivation is linked to poverty, un-

employment, and poor health, and that 

many children with late exposure never 

become truly fluent in any language. 

Late language learners may be able 

to hold a conversation but struggle to 

express themselves and to understand 

what other people are saying, Padden 

says: “They really don’t have the kind 

of comprehension that we take for granted.”

 

THE ANSWER, many researchers and advo-

cates say, is to expose kids with implants to 

both speech and sign language. A growing 

body of research finds that raising deaf chil-

dren “bimodal bilingual”—with both sign and 

speech—does no harm to their speech, and 

may benefit it, alongside the crucial benefit 

of guarding against language deprivation.

One worry is that hearing parents who 

learn sign language won’t be fluent enough 

to help their kids’ language outcomes. But 

deaf children whose parents are novice 

signers don’t seem to be hampered: Naomi 

Caselli, who studies deaf education at Boston 

University, and her colleagues have found 

that deaf children whose hearing parents are 

learning ASL have vocabularies comparable 

to deaf children raised by fluent signers and 

that early exposure to ASL at school can help 

close any gap left by parents.

Yet parents often do not learn of this 

option. A 2023 paper in the Journal 

of Speech, Language, and Hearing Re-

search surveyed 105 families with a deaf 

child who had cochlear implants or other 

assistive technology. The parents re-

ported that 43% of pediatricians, 44% of 

otolaryntologists, 47% of audiologists, and 

30% of speech-language pathologists had ad-

vised them to only use spoken language with 

their children. If doctors and other profes-

sionals advising parents give them no infor-

mation about language deprivation, ASL, and 

bilingualism, “how we can we expect them 

to make a well-informed choice?” asks Sara 

Nović, a deaf author and advocate for access 

to sign language. Parents who have never met 

a deaf person may also have a skewed idea of 

what it means to be deaf.

Parents who do decide to sign with their 

kids often struggle to find the resources they 

need. Audiologists, speech and language 

therapists, and other practitioners are often 

housed under one roof, but practices seldom 

include ASL specialists or offer any support 

for ASL in-house, says Mallorie Evans, an 

audiologist who works in schools in the Los 

Angeles area. It’s a systemic bias against ASL, 

she says, and sends a message to parents: 

“What you’re telling those families is that you 

don’t value that [service] enough to offer it.” 

For Karen Strache, who decided to raise 

her daughter Lorelai with English and 

ASL, the path has not been smooth. But 

she points to a recent crisis to explain 

why she insists on bilingualism: In De-

cember 2024, a chest infection spread 

through Lorelai’s respiratory system 

and infected her cochlear implant site. 

In the hospital, facing blood draws, CT 

scans, and surgery, Lorelai—then 4 years 

old—couldn’t wear her implants. With-

out ASL, she wouldn’t have been able to 

understand what was happening to her. 

Having ASL, Strache says, “was huge.” 

For Strache and some others, the 

deaf community has made all the dif-

ference in being able to stick with sign-

ing. Strache lives in Eagle Creek, Alaska, 

where the deaf community is small, 

but locals make an effort to spend time 

signing with Lorelai at events, she says. 

Brophy and Freeman had a similar expe-

rience; even in remote Esperance, they 

have found ways to involve other deaf 

adults in Kipp’s life. Tanya Lehmann, 

the mother of a deaf child in Adelaide, 

says her family has been met with kind-

ness and understanding from the local 

deaf community, which runs counter to 

a widespread misperception that deaf 

adults are hostile to cochlear implants.

Advocates for sign language aren’t ar-

guing for it over spoken language, Hall 

says—they’re pointing to the growing 

body of evidence that suggests kids can 

have both. But, “The key is to make sure 

this first language foundation is fully ac-

cessible and set in place,” he says. “Be-

cause that’s so critical to being a fully realized 

human being.”

Cooper and her family can attest to that. 

They have moved to Florida for Cason to 

attend an ASL school, where he is flourish-

ing. Cason loves swimming and math—and, 

like so many kids his age, is a big fan of the 

video game Fortnite. He reads every night for 

half an hour to try to improve at it. Cooper 

often has to rephrase questions for him to 

understand, and he still struggles to express 

his thoughts and feelings—but his expres-

sive language continues to improve, Cooper 

says. In a video on social media, she asks him 

whether he likes being deaf. “Yes!” he signs 

emphatically. Why? “Signing.” jP
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Lorelai’s parents, Christopher and Karen Strache (top), raised 

her with English and American Sign Language, which she used 

to understand what was happening during a hospital admission 

(bottom) that prevented her from wearing her cochlear implants.



the US Supreme Court in December 2024 

on behalf of three Tennessee transgender 

youths, their parents, and a Memphis-

based physician, who maintain that the 

state’s ban on gender-affirming hormone 

therapy and puberty blockers violates 

the equal protection clause of the 14th 

Amendment. The court’s decision, ex-

pected in June 2025, will affect the future 

of transgender health care in America.

On phone calls with colleagues, alone in 

nondescript hotel rooms, huddled under an 

umbrella on a crowded European beach, and 

in countless media appearances, Strangio—

who will be the first out transgender person 

to argue before the Supreme Court—spends 
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INSIGHTS

REVIEW ROUNDUP

Sc ience at Sundance 2025
Former student journalists revisit their efforts to expose an environmental cover-up in the 1990s. 

A late astronaut’s life partner offers insights into a transformative period in the American space program. 

An attorney argues for  prioritizing data over opinions in a critical health care fight. From a sensitive 

 interrogation of disability and  euthanasia, to an unflinching look at gun violence in America, to a

 tale of a library renovation that prompts  reflection on the nature of knowledge creation, a number of films 

featured at this year’s Sundance film festival probe themes of interest to scientists and engineers. 

Read on for reviews of six of the 2025 festival’s offerings. —Valerie Thompson

Heightened Scrutiny
Reviewed by Valerie Thompson1

Sam Feder’s urgent documentary, 

Heightened Scrutiny, follows American 

Civil Liberties Union attorney Chase 

Strangio as he prepares to argue before 

B O O K S  e t  a l .



talking points unsupported by facts are in-

voked in public hearings, the film’s partici-

pants argue, while mainstream media cover-

age emphasizing potential harm and regret 

over potential benefits and affirmation is 

cited in legislation. One piece, an opinion 

column published in The New York Times (1), 

was quoted repeatedly by the State of Idaho 

in defense of a law banning gender-affirming 

care for transgender youth just 6 days after 

publication, the film reveals. That opinions 

have supplanted evidence in public policy 

should be disturbing to all, if not surprising, 

but it is an issue of particular concern to sci-

entists, many of whom have relevant exper-

tise and data to add to this discourse and who 

may soon find it more difficult than ever to 

do so.

REFERENCES AND NOTES

 1.  P. Paul, “As kids, they thought they were trans. They no 
longer do,” New York Times, 2 February 2024.

Heightened Scrutiny, Sam Feder, director, 2025, 
89 minutes.

months rehearsing his case, demonstrating 

how the same medical interventions that 

are prescribed for other conditions without 

state involvement only provoke alarm when 

prescribed to transgender youths and liken-

ing ban supporters’ supposed concerns for 

children’s welfare to the arguments once 

used to uphold the prohibition on interra-

cial marriage. (The similarities to interracial 

marriage bans would find resonance during 

the proceedings with Justice Ketanji Brown 

Jackson, who observed that “…some of these 

questions about, sort of, who decides and the 

concerns and legislative prerogatives, et ce-

tera, sound very familiar to me. They sound 

[like] the same kinds of arguments that were 

made back in the day, the ’50s, ’60s, with re-

spect to racial classifications.”) 

Throughout the film and together with 

other attorneys, scholars, journalists, and 

activists, Strangio offers convincing evi-

dence that public discourse rather than 

peer-reviewed research is the driving factor 

informing much of the country’s legislation 

surrounding gender-affirming care. Political 

Life After
Reviewed by Gabrielle Kardon2

In 1983, disabled by cerebral palsy, suffer-

ing from chronic pain, and confined to a 

hospital in Riverside, California, 26-year-

old Elizabeth Bouvia sought to end her 

life by refusing to eat. However, in a court 

case that attracted nationwide attention, 

Bouvia was denied this right. After par-

ticipating in a number of high-profile in-

terviews with the media, the last given in 

1998, Bouvia disappeared from public view. 

Did she continue to fight, wondered film-

maker Reid Davenport nearly four decades 

after the court ruling. Is she still alive? If 

so, is she happy? In Life After, Davenport, 

who, like Bouvia, has cerebral palsy, seeks 

to learn more about Bouvia and to better 

understand society’s attitudes toward indi-

viduals with disabilities and access to as-

sisted suicide.

Disabled individuals often require exten-

sive support, and many rely on resources 
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from underfunded, backlogged bureaucra-

cies. When faced with overwhelming care 

costs, Michal Kaliszan—a computer scientist 

with spinal muscular atrophy—sought relief 

through a Canadian law that legalized phy-

sician-assisted suicide for individuals with 

serious illnesses and disabilities in 2021. “I 

didn’t want to die, but I didn’t want to live 

an undignified life,” he tells Davenport, who 

invites viewers to consider whether better 

assistance might prevent disabled people 

from ending up in this impossible position.

Bouvia—who died in 2014, Davenport 

learns—is more inscrutable. Through 

interviews with her sisters, Teresa and 

Rebecca Castner, viewers learn that she 

was subjected to many painful surgeries 

throughout her childhood. “Her body was 

like a battlefield,” Rebecca tells Davenport. 

Several times, Bouvia was institutionalized, 

and she wrote in her diaries that “she was a 

scared and forgotten soul trying hopelessly 

to maintain her dignity.” 

A central question is raised: What con-

stitutes a good quality of life, and who 

makes this determination? “The only way 

you can justify the system in place right 

now is if you think that people who are dis-

abled are not worth the same as someone 

with an able body,” argues journalist Ash 

Kelly. Davenport likewise pushes back on 

narratives that frame euthanasia as a hu-

mane and dignified option for those with 

disabilities. 

Winner of a Sundance US Documentary 

Special Jury Award, Davenport’s film is not, 

he insists, about suicide, “it’s about the phe-

nomenon that leaves people desperate to 

find their place in the world that perpetually 

rejects them.” Life After gives viewers a poi-

gnant and nuanced glimpse into this world. 

Life After, Reid Davenport, director, 2025, 99 minutes.

How to Build a Library
Reviewed by Valerie Thompson1

The question of how knowledge is produced 

and by whom is one that is increasingly be-

ing confronted by the scientific community. 

This same question pervades Maia Lekow 

and Christopher King’s How to Build a 

Library, which follows Shiro Koinange and 

Angela Wachuka as they lead a team at-

tempting to reinvent a dilapidated Kenyan 

library system into a vibrant resource for 

modern-day citizens. 

The women’s task is a daunting one. The 

McMillan Memorial Library is an impos-

ing structure in downtown Nairobi whose 

neoclassical facade includes a grand marble 

staircase and a pair of stately lion statues. 

But the building’s interior fails to live up to 

its frontage. Scenes from inside reveal bro-

ken floorboards, cracked and water-stained 

walls, and vaulted rooms full of discarded 

furniture and other detritus. Most troubling 

to the pair is the library’s collection, which 

is filled with outdated, colonialist perspec-

tives—a legacy of the library’s origins as a 

European-only institution established dur-

ing British rule. 

Confronting administrative hurdles and 

placating sensitive bureaucrats whose ap-

provals are needed to ensure the project’s 

success, the pair work tirelessly to fund-

raise, collect community feedback, and 

amass African-created works that will 

one day populate the updated library and 

two of its suburban branches. But opposi-

tion emerges from an unlikely source: the 

librarians who have long stewarded the 

institution’s resources. Resentful of the 

new group’s efforts to overhaul the library 

without deference to their expertise as li-

brary professionals, the librarians resist the 

team’s move to abandon the Dewey decimal 

system. The debate that emerges about how 

racism and imperialism can be embedded 

in seemingly innocuous classification sys-

tems echoes similar discussions ongoing in 

the sciences.

Long-forgotten news stories and pho-

tographs unearthed from dusty archives 

during the renovation force the group to 

confront Kenya’s colonial past, as does the 

revelation that the British Council is among 

the library renovation’s biggest financial 

backers. A 2023 visit to the library from 

King Charles and Queen Camilla is juxta-

posed with archival footage of a mid-20th-

century visit from Queen Elizabeth II, and 

Koinange and Wachuka muse darkly about 

having to perform for the royal family like 

their predecessors did.

Cracks emerge in the women’s friendship 

as the formidable work grinds on, but the 

pair’s commitment to building a community 

resource that honors and celebrates African 

knowledge never waivers, and How to Build 

a Library succeeds in conveying the stakes 

and hard work that underlie their vision.

How to Build a Library, Maia Lekow and Christopher 
King, directors, Circle and Square Productions, 2025, 
103 minutes.

SALLY
Reviewed by Michael D. Shapiro3

In the mid-1980s, astronaut Sally Ride was 

one of the most famous people in the United 

States, if not the world. She embraced her 

status as a role model and readily took pro-

fessional risks to break barriers for women 

and girls. Other risks were too great, how-

ever, reveals SALLY, winner of the 2025 

Alfred P. Sloan Feature Film Prize. Ride, who 

died in 2012, kept her 27-year same-sex rela-

tionship with scientist and education scholar 

Tam O’Shaughnessy a secret out of fear that 

going public would negate her accomplish-

ments and derail her professional dreams. 

As members of the astronaut class of 1978, 

Ride and five other women underwent the 

same grueling training as their male col-
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SALLY is especially timely at a moment 

when efforts to embrace inclusion are under 

renewed assault by tired phobias repackaged 

as new grievances. Ride and other NASA 

pioneers whose abilities were questioned 

because of their differences capably contrib-

uted to many high-stakes space missions, 

and SALLY makes a forceful case that there 

is every reason to expect the same on Earth. 

SALLY, Cristina Costantini, director, National Geograph-
ic, 2024, 103 minutes.

The Perfect Neighbor
Reviewed by Paul L. Koch4

Although violent crime in the United States 

has dropped substantially since 1990 (with 

a brief pandemic surge that is fast reced-

ing), the nation has an unusually high 

level of gun violence. As reported by CNN 

in 2024, the rate of firearm homicides in 

the US is 18 times that of other developed 

nations, which is accompanied by a much 

higher level of gun ownership (1). In The 

Perfect Neighbor, director Geeta Gandbhir 

grapples with one aspect of this crisis by 

uncovering the slow-moving catastrophe 

that led to the murder of Gandbhir’s fam-

ily friend Ajike Owens by a neighbor, Susan 

Lorincz. Along the way, the film obliquely 

examines the role that Florida’s Stand Your 

Ground law may have played in the tragedy.

After moving to a tight-knit, multiracial, 

multigenerational community, Lorincz be-

came increasingly angry and erratic when 

boisterous neighborhood children played in 

a yard adjacent to her property. Using al-

most entirely body cam footage, The Perfect 

Neighbor follows frustrated police as they 

respond to Lorincz’s incessant complaints. 

The film focuses on her downward spiral 

and on neighbors who describe her increas-

ingly irrational, aggressive, and often rac-

ist behavior to law enforcement, building 

a sense of foreboding. When Owens knocks 

on Lorincz’s locked front door on 2 June 

2023 to discuss yet another dustup between 

Lorincz and the kids, she is met with gunfire 

that kills her. Harrowing body cam footage 

captures the frantic police response and the 

anguish of Owens’s neighbors and young 

children when they learn she has died.

Stand Your Ground laws allow a person to 

use deadly force if they believe their life is in 

danger. But interrogation room video foot-

age raises troubling questions about Lorincz’s 

fear of Owens and whether her actions might 

have been premeditated, with the intent to 

use Florida law as a shield. Eventually, Lorincz 

is charged with manslaughter and convicted 

of first-degree felony manslaughter. The film’s 

closing credits play over scenes from her sen-

tencing, where she receives 25 years in prison.

A growing number of studies, including 

two briefly referenced in The Perfect Neighbor 

(2, 3), have revealed that Stand Your Ground 

laws increase gun violence and death. While 

it never explores this question directly—say, 

leagues. Still, the women were treated as 

novelties by NASA, facing ignorance and ste-

reotypes fomented by the politics of exclu-

sion. Some of Ride’s male colleagues thought 

she had not earned her spot in the space 

program, but what they meant was that she 

did not earn it in a familiar way—her PhD in 

astrophysics and athletic achievements were 

seen as inferior to their military experience. 

Meanwhile, NASA engineers, nearly all of 

whom were men, cluelessly designed a toi-

letry kit for Ride containing 100 tampons for 

a 7-day mission and wondered whether that 

quantity was sufficient. The press corps was 

just as oblivious: One reporter asked Ride if 

she cried when something went wrong dur-

ing training. 

As challenging as it was to be a woman 

in the space program, Ride felt that being 

out as queer would be impossible, recalls 

O’Shaughnessy. When friends and fam-

ily outside NASA came out or were outed, 

Ride saw their careers and reputations de-

stroyed. Similarly, and tragically, she feared 

that disclosing her secret could transform 

her from a hero to a pariah.

Director Cristina Costantini uses archival 

video footage to document a transformative 

era in the American space program, but her 

present-day interviews with family and for-

mer colleagues in Ride’s inner orbit are the 

highlights of the film. O’Shaughnessy’s mem-

ories, in particular, bring unique context and 

humanity to Ride’s story and reveal the pain 

and exhaustion she felt keeping the pair’s ro-

mantic partnership hidden for so long.
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Astronaut Sally Ride poses for 

a photo while training as a mission 

specialist for NASA’s STS-7 spaceflight.
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through interviews with experts—this finely 

wrought film allows the participants and by-

standers in one specific instance of gun vio-

lence to speak for themselves, and viewers 

must reach their own conclusions. What is 

not in question is the chaos and destruction 

that guns and our weak societal response to 

them produce. In The Perfect Neighbor, all 

those involved experience loss and sorrow.

REFERENCES AND NOTES

 1.  K. Fox et al., “How US gun culture stacks up with the 
world,” CNN, 15 February 2024; https://www.cnn.
com/2021/11/26/world/us-gun-culture-world-com-
parison-intl-cmd/index.html. 

 2.  M. D. Esposti et al., JAMA Netw. Open 5, e220077 (2022). 
 3.  J. K. Roman, “Race, justifiable homicide, and Stand Your 

Ground laws: Analysis of FBI supplementary homicide 
report data” (The Urban Institute, 2013). 

The Perfect Neighbor, Geeta Gandbhir, director, 2025, 
96 minutes.

Middletown
Reviewed by Robert S. Krauss5

In 1991, Fred Isseks, a teacher at a high 

school in Middletown, New York, was 

tipped off that the nearby Wallkill land-

fill was a site of toxic waste dumping and 

set the students enrolled in his Electronic 

Act) requests, but they also learned hard 

lessons in what it means to challenge en-

trenched power. The dumping eventually 

stopped, but the site was capped rather 

than cleaned; it still exists and sits atop an 

aquifer.

Middletown begins as an Erin Brocko-

vich–style tale but transitions to an older 

type of story, one about the lifelong ben-

efits of an inspiring teacher. Two students 

discovered their vocation through the proj-

ect. Rachel Raimist went to film school at 

the University of California, Los Angeles, 

and earned a PhD at the University of Min-

nesota, where a media center is named 

in her honor. She is currently a televi-

sion director. Jeff Dutemple is an Emmy-

nominated cinematographer. Most impor-

tantly, all the kids who took Electronic 

English embraced civic engagement and 

found, in Isseks’s words, “civic courage.” 

As we enter a political period where envi-

ronmental concerns will again take a back 

seat, this lesson could not be more timely. 

I recommend Middletown, and if you have 

middle school– or high school–age kids, try 

to watch it with them. j

Middletown, Jesse Moss and Amanda McBaine, 
directors, 2025, 111 minutes.

10.1126/science.adw4633

English class loose as novice journalists 

and filmmakers to uncover the story. More 

than 30 years later, veteran documentar-

ians Jesse Moss and Amanda McBaine 

(Boys State, 2020) regather Isseks and 

four students to tell the story of this proj-

ect in the new film Middletown. Moss and 

McBaine are aided immensely by access to 

the students’ original videotapes, which 

contribute to a considerable portion of 

Middletown’s running time.

The Middletown students were a diverse 

group, and not all took school seriously. 

However, they each threw themselves into 

visiting the landfill site—at times trespass-

ing and risking possible toxic exposure—

and interviewing local officials, whose 

initial reactions ranged from patronizing 

to overtly hostile. Former landfill employ-

ees and a state wildlife pathologist proved 

more cooperative, and the students’ per-

severance slowly bore fruit. Over several 

years, a sordid story emerged, involving 

mob influence, corrupt officials, and a 

cover-up. In 1997, the class completed and 

released a film, Garbage, Gangsters, and 

Greed, helping to spur hearings organized 

by legendary US Congressman Maurice 

Hinchey, then a state assemblyman. Isseks’s 

students learned how to navigate local 

government by attending public meetings 

and filing FOIA (Freedom of Information 
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In Middletown, former student documentarians reflect on a project that uncovered an environmental scandal.
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CANCER

Making sense of fat in cancer
A lipid chaperone enables sensing of an 
essential fatty acid to drive tumor growth

By Estela Jacinto

D
ietary nutrients supply essential raw 

materials for cell growth and prolif-

eration. Although a balanced diet 

promotes health, excess nutrients, 

such as carbohydrates and fats, can 

disrupt cellular processes, increasing 

the risk of diseases such as cancer. Deter-

mining how specific nutrients affect the cell 

growth machinery at the molecular level is 

vital to understanding the impacts of nutri-

tion on human health. A key component of 

this machinery is the enzyme mechanistic 

target of rapamycin (mTOR). mTOR part-

ners with other proteins to form two dis-

tinct complexes (mTORC1 and mTORC2) 

that regulate various aspects of anabolic 

metabolism (1). Yet, how mTORCs sense nu-

trients, particularly lipids or fats, remains 

largely unexplored. On page 1164 of this is-

sue, Koundouros et al. (2) report the mecha-

nism by which mTORC1 senses omega-6 

linoleic acid (v-6 LA)—a dietary long-chain 

polyunsaturated fatty acid (PUFA)—provid-

ing clues on how specific cancers depend on 

this essential fat for tumor growth.

Mammalian cells use PUFAs to form cell 

membranes, and they can be metabolized 

into other lipid derivatives that serve as 

fuel or signaling molecules. However, unlike 

most fats, both v-6 LA and another PUFA, 

omega-3  alpha-linolenic acid (v-3 ALA), are 

essential fatty acids, which means that hu-

mans cannot synthesize them. They must 

instead be acquired through dietary sources, 

such as fish, nuts, and vegetable oils. Nota-

bly, v-6 LA is more abundant in the Western-

style diet, whereas v-3 ALA is enriched in the 

Mediterranean diet. Although some stud-

ies have highlighted the health benefits of 

PUFAs, the appropriate dietary amounts of 

these fats are controversial (3). This debate 

stems from a limited understanding of the 

intracellular targets of these lipids. Koun-

douros et al. help to address this knowledge 

gap by showing that v-6 LA, but not v-3 

ALA or its derivatives, is a direct activator of 

mTORC1, thus linking v-6 LA to the central 

growth machinery in cells. This strengthens 

the notion that excess fat, even the essential 

v-6 LA, can have adverse effects by poten-

tially overstimulating mTORC1 and conse-

quently deregulating cell growth.

Triple-negative breast cancer
cells with high FABP5 amounts

FABP5

Protein
synthesis
regulation

FABP5

mTORC1

Tumor growth and proliferation

�-6 LA

�-6 LA

Dietary �-6 LA

HO

O

CH3

Sensing of dietary fat linked to cell proliferation in cancer
The polyunsaturated fatty acid omega-6 linoleic acid (�-6 LA) induces the activation of mechanistic target of 

rapamycin complex 1 (mTORC1), a key regulator of anabolic growth and cell proliferation. The lipid chaperone 

fatty acid–binding protein 5 (FABP5), which has high affinity for �-6 LA, directly binds mTORC1 to increase its 

activation, thus promoting cell growth and proliferation. FABP5 expression increases in triple-negative breast 

cancer cells, making these tumors highly sensitive to dietary �-6 LA.

Koundouros et al. discovered that the ef-

fects of v-6 LA on mTORC1 depend on 

amounts of the lipid chaperone fatty acid–

binding protein 5 (FABP5). Like other FABPs, 

FABP5 binds to different types of fats and 

allows them—especially very hydrophobic 

long-chain fatty acids—to traverse the aque-

ous environment of the  bloodstream and 

cells. FABP5 has garnered attention because 

of its involvement in several diseases and 

in lipid metabolism (4). Koundouros et al. 

observed that FABP5 acts as an adaptor to 

couple v-6 LA availability to mTORC1 activa-

tion (see the figure). In the presence of v-6 

LA, FABP5 binds to the mTORC1 component 

called regulatory-associated protein of mTOR 

(Raptor). This interaction enhances mTORC1 

complex assembly and substrate engage-

ment. Activation of mTORC1 by v-6 LA–

FABP5 increases phosphorylation of specific 

substrates, including ribosomal protein S6 

kinase  (S6K) and eukaryotic translation ini-

tiation factor 4E–binding protein 1  (4E-BP1), 

which regulate protein synthesis (5). 

The exact mechanism by which v-6 LA–

FABP5 activates mTORC1 is unclear, though 

it likely involves the Ras-associated gua-

nosine triphosphatases (GTPases) (Rag) 

and Ras homolog enriched in brain (Rheb) 

GTPases, which also mediate mTORC1 acti-

vation in response to amino acid  concentra-

tions (6). The findings of Koundouros et al. 

suggest that mTORC1 integrates inputs from 

various nutrients to coordinate growth sig-

nals. Notably, v-6 LA activates mTORC1 even 

in the absence of amino acids and growth 

factors, which implies that lipids can provide 

divergent regulatory signals for mTORC1 ac-

tivation. Other lipids, such as phosphatidic 

acid, oleic acid, and palmitate, also activate 

mTORC1 (7), but they do not require FABP5 

(2). Studies are needed to elucidate how the 

full range of different lipids are sensed by 

mTORC1. Determining how lipid-induced ac-

tivation of mTORC1 and mTORC2 influences 

the dynamic trafficking of lipids used in 

membrane assembly and other anabolic pro-

cesses will be a rich area for future research.

How might v-6 LA specifically promote 

malignancy? Although FABP5 is ubiquitously 

expressed compared with other FABPs, its 

amounts are increased in several cancer types, 

including breast cancer (8). High FABP5 ex-

pression is associated with poor relapse-free 

survival in breast cancer patients. Koundou-

ros et al. found that the amount of FABP5 

is higher in so-called triple-negative breast 

cancer [which lacks the estrogen and proges-

terone receptors as well as human epidermal 

growth factor receptor 2  (HER2)] compared 

with receptor-positive breast cancer cells. 

Department of Biochemistry and Molecular Biology, 
Robert Wood Johnson Medical School, Rutgers University, 
Piscataway, NJ, USA. Email: jacintes@rwjms.rutgers.edu
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ECOLOGY

Reading palms to 
characterize islands
Rattan palms illuminate the drivers of biodiversity 
in tropical Asia

By Anna J. Holmquist1 and 

Rosemary G. Gillespie2

T
he Asian tropics are among the 

world’s most diverse regions, encom-

passing four distinct biodiversity 

hotspots. Although previous studies 

have highlighted the complex bio-

geographic patterns in the region, 

they have been constrained by low spatial 

resolution, scarcity of genetic data, and 

conceptual frameworks that fail to account 

for within-region speciation. Accordingly, 

understanding of the biotic assembly (i.e., 

the contribution of dispersal versus specia-

tion to species diversity) of these regions 

remains limited. On page 1204 of this is-

sue, Kuhnhäuser et al. (1) describe recon-

structing the evolutionary history of one of 

the most species-rich Asian palm lineages, 

the rattans and relatives (Arecaceae, Cal-

amoideae). They develop a biogeographic 

framework with which to view biodiversity 

dynamics in the Asian tropics, with the po-

tential to inform conservation priorities.

Composed of fragments from the Sunda 

(Asian) and Sahul (Australian) continen-

tal shelves that merged over 150 million 

years ago, with substantial changes over 

the past 25 million years, the Asian trop-

ics have an elaborate geological history (2). 

Extensive tectonic and volcanic activity re-

sulted in over 20,000 islands in the Indo-

Australasian Archipelago with wide-

Using cellular models, the authors demon-

strated that the expression level and fatty 

acid–binding ability of FABP5 are important 

for v-6 LA to activate mTORC1. Notably, mice 

implanted with triple-negative breast cancer 

cells had increased tumor growth when fed a 

diet with v-6 LA but not one with v-3 ALA, 

corroborating the notion that tumors with 

abundant FABP5 may have more appetite for 

dietary v-6 LA. This raises the question as to 

how FABP5 expression changes during tumor 

initiation and progression. Increased FABP5 

expression in cancer often correlates with in-

creased expression of other regulators of lipid 

metabolism and cell proliferation (9), indicat-

ing coordinated regulation of these genes. 

Whether nontumor sources, such as adipose, 

contribute to the amount of FABP5  in the 

circulation—delivering lipids to tumors and 

other tissues—warrants further examina-

tion (10). Because v-6 LA is only obtained 

through the diet, restricting its intake could 

be beneficial for patients with high amounts 

of FABP5. Investigating the role of excess di-

etary fat in reprogramming both cellular and 

whole-body metabolism that consequently 

deregulate gene expression should yield valu-

able insights into the mechanisms underly-

ing cancer initiation and progression.

Targeting FABPs in cancer is currently un-

der investigation (11). There are also clinical 

efforts targeting mTOR in cancer, although 

these have shown modest results because of 

toxicity (12). Combining mTOR and FABP5 

inhibition, or blocking their interaction, 

together with dietary v-6 LA restriction 

could be a therapeutic strategy for cancers 

dependent on the v-6 LA–FABP5–mTORC1 

axis for cell proliferation. A balanced intake 

of v-6 LA and v-3 ALA is already gaining 

traction in promoting healthy immunity 

(3). Future studies should explore how ma-

nipulating the amounts of these lipids re-

wires growth signals in different cell types 

to prevent cancer.        j
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ranging topographical complexity. Although 

some islands were variably connected to 

continental plates, others have been iso-

lated since their origination, resulting in in-

tricate patterns of diversification and a high 

concentration of endemic taxa. 

Kuhnhäuser et al. combined molecular 

data from 360 rattan species with fossil 

data to investigate rattan palm diversity 

in the Asian tropics, using biogeographic 

stochastic mapping to infer speciation and 

dispersal histories. They present a compel-

ling biogeographic framework that expands 

beyond the classic source-sink model, clas-

sifying areas into four groups: “radiators,” 

in which diversity is both generated and 

distributed; “incubators,” in which diversity 

is generated but not distributed; “corridors,” 

characterized by high emigration; and “ac-

cumulators,” in which diversity is acquired 

from outside of the region.

Previous efforts to relate island biogeo-

graphic theory and geological history have 

relied on the equilibrium theory of island 

biogeography (3), which describes how spe-

cies diversity on islands can be predicted on 

the basis of a balance between immigration 

and extinction. Immigration decreases with 

increasing distance from a mainland source 

and extinction decreases with increasing is-

land size. The analysis by Kuhnhäuser et al. 

confirmed a relationship between distance 

and island area but went beyond classical 

equilibrium theory by highlighting the im-

portance of speciation in understanding as-

semblages in biodiversity hotspots. Although 

the equilibrium theory highlights the role 

of isolation in reducing immigration, a key 

focus is on the additional role of isolation 

in fostering biodiversity by providing the 

opportunity for speciation (4). Whether by 

distance, environment, or colonization, iso-

lation can promote speciation by limiting the 

homogenizing effects of gene flow (5). 

Likewise, although the equilibrium theory 

considers area in the context of its impact 

on population size and hence extinction 

rates, area also has a key role in speciation. 

Larger areas are generally correlated with 

landscape features that promote speciation, 

including habitat diversity, heterogeneity, 

and potential allopatric barriers (6). Diver-

sification can be facilitated by larger areas 

that can accommodate a greater range of 

habitats, and by multiple scales of isolation 

within the area. Time also interacts with iso-

lation to dictate the evolutionary outcome 

of immigration and extinction dynamics (4). 

The length of time over which islands have 

been available to receive colonizers affects 

whether an island can or cannot serve as 

a source. Furthermore, priority effects—in 

which the first species that colonizes an area 

has an advantage over subsequent coloniz-

ers—can dictate the ability of colonizers to 

settle, directing species formation in a pre-

dictable manner (7).

The role of different regions as radiators, 

incubators, corridors, or accumulators, as 

demonstrated by Kuhnhäuser et al., can be 

contextualized by considering the paleoge-

ography of the region. Borneo is noted as a 

sole radiator, important in both forming and 

distributing diversity. It is one of the oldest 

areas in the region and was connected by a 

land bridge to peninsular Asia until the sea 

level rise that occurred after the last glacial 

maximum. The long-standing existence of 

the island, in addition to its size, has con-

tributed to the observed high rates of in situ 

speciation, whereas its connectivity to the 

Thai-Malay peninsula explains its role as a 

major source of biodiversity. New Guinea 

and Sulawesi were identified as incubators 

with high regional speciation and low emi-

gration. New Guinea was submerged during 

the late Miocene (about 11 to 5 million years 

ago) to early Pliocene (about 5 to 4 million 

years ago) (8) and only reached its current 

form in the past few million years (9). Su-

lawesi was formed through a collision of 

multiple continental fragments 20 million 

years ago and existed as an isolated lowland 

archipelago until 1 to 2 million years ago 

(10). Both islands are thus young, meaning 

that neither had area available to colonize, 

and isolation prevented them from serving 

as major sources of biodiversity, whereas 

their size, topography, and isolation pro-

moted extensive speciation. 

The Philippine islands and Palawan 

were identified as accumulators; much of 

their land area emerged in the late Mio-

cene (11) and they were never connected 

to surrounding areas. By contrast, areas 

defined as corridors (Thai-Malay Penin-

sula, Sumatra, Java, and Maluku) have 

been variably connected to surrounding 

areas, promoting emigration between con-

necting regions. Australia and India were 

also found to be accumulators, again po-

tentially owing to modern rattans reaching 

them in the Miocene, (23 to 5 million years 

ago) whereas Indochina was identified as 

the origination of the clade, providing ex-

tensive time for speciation, and served pri-

marily as an incubator.

The biogeographic framework presented 

by Kuhnhäuser et al. highlights the im-

portance of considering speciation when 

studying biotic assemblage. Areas defined 

as “incubators” and “radiators” drive the 

region’s endemism and could therefore be 

considered conservation priorities in rat-

tans. By applying sophisticated modeling 

to a region-wide dataset, Kuhnhäuser et al. 

provide a powerful tool to study potential 

drivers of the extraordinarily rich biodiver-

sity in tropical hotspots worldwide. j 
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Plant diversity in Asian tropical areas, such as the 

Danum Valley Conservation Area in Borneo, Malaysia, 

may be driven by distinct roles of individual regions.
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How does Antarctic ice deform?
A deep-learning model infers large-scale dynamics of 
Antarctic ice shelves

By Bryan Riel 

M
ass loss from ice sheets that cover 

Earth presents the largest poten-

tial contribution to future sea 

level rise, yet uncertainties in 

predicting the magnitude and 

pace of this depletion hamper 

climate adaptation planning and coastal 

infrastructure decisions. Fast-flowing gla-

ciers—moving masses of ice, snow, rock, 

and sediment—transition to floating ice 

shelves that extend from land to the ocean. 

These ice shelves exert buttressing forces 

on inland upstream ice, affecting ice sheet 

stability (1). A key factor governing the ice 

flow dynamics is the deformation of ice 

under stress. Elucidating rheological pa-

rameters at the scale of an entire ice shelf, 

which extends over hundreds of kilome-

ters, has been a long-standing challenge 

in glaciology. On page 1219 of this issue, 

Wang et al. (2) report a physics-informed 

deep-learning model that can predict the 

deformation behavior of Antarctic ice 

shelves, revealing complexities of the pro-

cess that extend beyond the traditional 

understanding.

The relationship between stress and de-

formation of ice is crucial to understand-

ing the dynamics of ice flow and predicting 

how much ice will contribute to rising sea 

levels. Ice shelves have been long recog-

nized as ideal locations for understand-

ing the rheology of ice because of their 

relatively simple flow physics and a large 

availability of high-quality velocity and 

thickness data. Traditionally, ice deforma-

tion has been described by Glen’s flow law, 

which relates stress to deformation rate in 

a simple power-law formula (3). Although 

the coefficient and the stress exponent that 

make up the equation have been empiri-

cally obtained by laboratory-scale experi-

ments (4), scaling these parameters for an 

entire ice shelf presents a grand challenge. 

Properties of an ice shelf tend to vary spa-

tially, and direct measurement of stress 

exerted on ice is a difficult task. Moreover, 

the complex interplay between factors 

such as ice temperature, the average diam-

eter of an ice crystal (grain size), and the 

alignment of ice crystals that constitute an 

ice shelf complicate the calculation (5).

The advent of satellite-based remote 

sensing has allowed continuous spatial 

and temporal measurements of ice velocity 

at a continental scale. Several studies have 

leveraged ice velocity data to estimate the 

deformation rate and stress of ice across 

large regions by assuming a specific flow 

direction and type of deformation (6, 7). 

Although this technological advance has 

contributed to scaling the rheological pa-

rameters to an entire ice shelf, uncertain-

ties and disagreements in calculations 

persist (8). Many traditional ice flow mod-

els assume a stress exponent of three in the 

Glen’s flow law. However, laboratory exper-

iments, field measurements, and observa-

tional analyses suggest that this exponent 

ranges between one and five, a value that 

depends on the sensitivity of the specific 

ice shelf to stress (8–10).

Wang et al. used a data-driven approach 

to infer the dynamic flow behaviors of 

the ice shelves in Antarctica. The physics-

informed neural networks—a type of ma-

chine-learning model—are integrated with 

physical theories that govern a system, such 

as the ice flow equation, and observational 

data. Through layers of interconnected 

nodes that handle information, the model 

can reveal factors that govern ice flow be-
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Understanding how ice sheets deform and flow at a large scale
Discerning ice flow dynamics at the scale of an entire ice shelf is critical for projecting ice sheet stability and future sea level rise. Integrating observational data, physical 

laws, and data-driven approaches can give more accurate predictions of ice flow and how this affects overall glacier movement.
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havior. Wang et al. reconstructed ice vis-

cosity (resistance to deformation) across 

entire ice shelves and obtained more ac-

curate estimates of the stress imposed on 

them. Comparisons of these predictions to 

those obtained from the traditional power-

law relationship showed some intriguing 

evidence of spatial variation in the rela-

tionship between stress and deformation 

rate. In several densely packed locations 

(compression zones) of the ice shelves 

near the grounding line—the boundary 

between inland and floating ice sheets—

the stress exponent was lower than the 

traditionally assumed value of three. This 

value has strong implications for estimat-

ing the stability of the grounding line (8). 

By contrast, the deformation rate of ice 

shelf areas that stretch toward the ocean 

(extension zones) obtained by Wang et al. 

deviate substantially from a simple power 

law. This suggests that spatial variations in 

ice temperature, grain size, crystal orienta-

tion, and defects within an ice shelf could 

affect the stability of ice.

A key factor that influences the spatial 

variation in ice flow is mechanical anisot-

ropy within an ice shelf. The ensemble of 

ice crystal orientations, called the fabric, 

tends to have a crystal alignment that 

depends on the ice’s flow history. Similar 

to grains in wood, the fabric possesses 

strong mechanical anisotropies and could 

promote shearing of ice in a specific di-

rection. Despite its considerable effect on 

regions that experience shear deformation, 

the fabric is not well represented in flow 

models because field measurements of fab-

ric are sparse at the scale of ice shelves. 

Wang et al. extended the neural network 

framework to analyze anisotropy in the 

viscosity of ice. The calculated variation 

in anisotropy aligned well with the suture 

zones, which are areas where ice masses 

with different properties merge together. 

This specific region is associated with 

marine ice development and affects how 

cracks spread in an ice sheet (11). These 

results are a valuable complement to in-

field observations and airborne radar data 

used to simulate how ice fabric evolves at 

a large scale (see the figure). Further ad-

vancement in airborne technology could 

potentially provide dense points of mea-

surements in ice fabrics (12). Combining 

computational models of fabric evolution 

and ice flow could also discern how ice 

fabrics develop and affect overall glacier 

movement (13).

Beyond predicting how ice shelves flow 

under stress, physics-informed neural net-

works are providing new ways to analyze 

data in other areas of geophysics such as 

earthquake science and atmospheric re-

search. This deep-learning framework 

also offers several advantages compared 

with the traditional mathematical mod-

els. For example, it does not require pre-

built data grids that are usually necessary 

for numerical calculations. This benefit is 

particularly useful when only sparse mea-

surements are available. At the same time, 

physics-informed neural networks also 

scale efficiently with large datasets. None-

theless, these computational approaches 

require long training times and can ex-

perience reduced sensitivity to certain 

dynamic parameters. Wang et al. imple-

mented multiple physics-informed neural 

network frameworks in parallel to speed 

up the computation. Independent models 

processed small subsets of ice shelf data, 

which were then seamlessly combined to 

calculate the overall ice flow. However, 

the sensitivity challenge needs further 

improvement. Combining these new tech-

nologies with traditional ice flow models, 

while also quantifying uncertainties in 

inputs and measurements, could improve 

the accuracy of model predictions (14).

As the ability to extract rheological pa-

rameters of ice from remote-sensing data 

improves, understanding of the cryosphere 

and its response to the rapidly changing 

climate could deepen. Wang et al. high-

light the need of additional constraints to 

improve ice flow models that are obtained 

from direct observations, such as fabric 

properties and grain size. This would be 

particularly important for predicting the 

flow in vulnerable regions of ice sheets such 

as West Antarctica to refine the projections 

of future sea level rise.        j

REFERENCES AND NOTES

 1.  G. Gudmundsson, Cryosphere 7, 647 (2013). 

 2.  Y. Wang, C.-Y. Lai, D. J. Prior, C. Cowen-Breen, Science 

387, 1219 (2025).

 3.  J. W. Glen, Proc. R. Soc. London Ser. A 228, 519 (1955). 

 4.  D. Goldsby, D. L. Kohlstedt, J. Geophys. Res. 106, 11017 

(2001). 

 5.  M. D. Behn, D. L. Goldsby, G. Hirth, Cryosphere 15, 4589 

(2021). 

 6.  P. D. Bons et al., Geophys. Res. Lett. 45, 6542 (2018). 

 7.  J. D. Millstein, B. M. Minchew, S. S. Pegler, Commun. 

Earth Environ. 3, 57 (2022). 

 8.  M. Ranganathan, B. Minchew, Proc. Natl. Acad. Sci. 

U.S.A. 121, e2309788121 (2024).  

 9.  C. M. Schohn, N. R. Iverson, L. K. Zoet, J. R. Fowler, N. 

Morgan-Witts, Science 387, 182 (2025).  

 10.  D. R. MacAyeal, J. Geophys. Res. 94, 4071 (1989). 

 11.  C. Borstad, D. McGrath, A. Pope, Geophys. Res. Lett. 44, 

4186 (2017). 

 12.  T. Young et al., J. Geophys. Res. Earth Surface 126, 

e2020JF006023 (2021).

 13.  D. A. Lilien et al., J. Glaciol. 69, 2007 (2023). 

 14.  B. Riel, B. Minchew, J. Glaciol. 69, 1167 (2023). 

ACKNOWLEDGMENTS

The author acknowledges support from the National Natural 
Science Foundation of China (42376230) and the Zhejiang 
University Global Partnership Fund .

10.1126/science.adw3158

DEVELOPMENTAL BIOLOGY

Tunneling 
through 
cardiac jelly
Membrane projections 
from muscle cells enable 
signaling in the developing 
mouse heart

By José  Luis de la Pompa1,2

T
he heart is the first organ to become 

functional during embryonic develop-

ment in vertebrates. The process be-

gins with the formation of the heart 

tube, which consists of an inner en-

dothelial lining (endocardium) and 

a layer of muscle cells (myocardium), sepa-

rated by a thick extracellular matrix called 

the cardiac jelly. Subsequent development of 

the heart ventricles involves the formation 

of trabeculae—muscular ridges lined by the 

endocardium. How signals pass between the 

endocardium and myocardium across the 

cardiac jelly to ensure normal development  

is not fully understood. On page 1166 of this 

issue, Miao et al. (1) report that, in mice, the 

myocardium and endocardium of the early 

heart tube communicate directly through 

tiny membrane-enclosed projections called 

tunneling nanotube–like structures (TNTLs). 

Loss of TNTLs disrupts trabecular formation 

and thus ventricular development and em-

bryonic viability.

In mice, development of the ventricles of 

the heart follows a clear timeline. At around 

9.5 days of gestation, referred to as embry-

onic day 9.5 (E9.5), trabeculae develop in the 

heart tube. From E10.5 to E12.5, myocardial 

compaction refines the ventricles, and they 

continue to mature through E13.5 to E15.5. 

The development of trabeculae and matu-

ration of ventricular chambers depend on 

Notch signaling. Notch is a highly conserved 

signaling pathway that involves physical con-

tact between a Notch receptor on one cell and 

a Notch ligand [for example, jagged-1 (JAG1) 

or delta-like protein 4 (DLL4)] on another 

cell. Signaling between the endocardium 

and myocardium is crucial for trabeculation 

(2–4). The presence of DLL4 in the endocar-
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dium drives trabeculation, whereas JAG1 in 

the myocardium regulates compaction (5). 

One important question is how signals are 

exchanged when these tissues are separated 

in the heart tube by cardiac jelly.

Miao et al.  genetically engineered mice in 

which embryonic cardiomyocytes express a 

Notch ligand tagged with green fluorescent 

protein (GFP) and endothelial cells express a 

modified Notch receptor bearing an extracel-

lular GFP-binding domain and an intracel-

lular tetracycline transactivator (tTA). When 

the GFP-labeled ligand from cardiomyocytes 

binds to the receptor on endocardial cells, 

tTA is activated and moves into the endocar-

dial cell nucleus. There, it switches on the ex-

pression of a β-galactosidase (LacZ) reporter 

gene, allowing the identification of endocar-

dial cells in which Notch ligand-receptor in-

teraction has occurred using X-gal staining, 

a simple method used to visualize gene acti-

vation. The authors observed this staining in 

endocardial  cells of E8.5 embryos, in which 

the endocardium and myocardium are sepa-

rated by the cardiac jelly.

Using high-resolution three-dimensional 

images Miao et al. observed nanotube-like 

protrusions extending from cardiomyocytes 

and making contact with endocardial cells at 

E8.75. The authors also identified noncontact-

ing nanotubes that extended from cardiomy-

ocytes or endocardial cells without reaching 

the opposite layer. To study the role of these 

nanotubes in trabeculation, the authors cul-

tured cells from the ventricles of a different 

line of Notch reporter mice at E9.5. Endocar-

dial cells only showed Notch reporter activity 

when contacted by TNTLs from cardiomyo-

cytes, indicating that direct cell-cell interac-

tions activate Notch in endocardial cells. 

Further in vitro analysis of the TNTLs re-

vealed that they are made of actin filaments. 

Administration of an actin inhibitor to car-

diomyocytes and endocardial cells from E9.5 

embryos reduced TNTL formation, which 

suggests that actin polymerization is crucial 

for TNTL development. TNTL formation also 

relied on the small guanosine triphosphatase 

(GTPase) cell division control protein 42 ho-

molog (CDC42). Deleting the Cdc42  gene in 

cardiomyocytes prevented TNTL formation. 

Three-dimensional imaging of hearts from 

wild-type embryos at E8.25 to E8.75 showed 

cardiomyocytes at the top of the forming 

trabeculae, with TNTLs connecting them to 

endocardial cells. At the same developmental 

stage, hearts from embryos with myocardial 

inactivation of Cdc42  lacked trabeculae and 

TNTLs. Notably, myocardial Cdc42  inacti-

vation at later stages (E9.5) did not affect 

trabeculation, which suggests that the forma-

tion of TNTLs is critical during early trabecu-

lation (E8.25 to E8.75), before endocardial 

cell-cardiomyocyte interactions at E9.5. 

The TNTLs also facilitated the exchange of 

signaling molecules between cells. For exam-

ple, fluorescently tagged versions of actin and 

JAG1 moved along TNTLs from cardiomyo-

cytes to enter endocardial cells. Furthermore, 

the activity of several signaling pathways 

involved in heart development, including 

those that require the diffusible signals Neu-

regulin-1 and Angiopoietin, was reduced in 

the Cdc42  mutant mice. This indicates that 

TNTLs improve the efficiency of multiple 

signaling interactions between the endocar-

dium and myocardium (see the figure) . 

The molecular mechanisms and cellu-

lar processes that contribute to trabecular 

growth, patterning, and maturation are un-

der intense investigation (6–10). The study 

by Miao et al. demonstrates that TNTLs in 

cardiomyocytes facilitate Notch signaling 

across the cardiac jelly, enabling the activa-

tion of Notch receptors on endocardial cells 

and initiation of trabeculation. Notably, 

Notch activation in endocardial cells triggers 

non–cell-autonomous responses in cardio-

myocytes, promoting their proliferation and 

differentiation (3, 5). Early in trabeculation, 

Notch activity is concentrated in endocardial 

cells at the base of trabeculae and gradually 

extends to the tip as trabeculation progresses 

(3). The contribution of TNTLs to this process 

remains to be studied, as does their potential 

role in delivering diffusible signals (for exam-

ple, Neuregulin-1 and Angiopoietin) and the 

production of TNTLs by endocardial cells. 

Whether TNTLs are formed at specific lo-

cations in response to signaling cues is also 

unknown. TNTLs may form in response to 

cell-cell adhesion cues such as integrins or 

cadherins, which could be tracked using 

fluorescent reporters. Mechanical inputs or 

hypoxia could also promote TNTL forma-

tion and could be assessed using techniques 

that mimic these stresses  in cell cultures. 

The complexity and persistence of embry-

onic trabeculae are closely linked to adult 

heart function, including contractility and 

disease susceptibility. Atypical trabeculation 

is associated with cardiomyopathies such as 

left ventricular noncompaction and dilated 

cardiomyopathy (11–14) . Therefore, under-

standing the fundamental mechanism of tra-

beculation and ventricular wall maturation 

is critical for both biological understanding 

and clinical advancement.        j
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Long-distance contacts
At ~8.25 days of gestation [embryonic day 8.25 

(E8.25)], cardiomyocytes in mice form tunneling 

nanotube–like structures (TNTLs) that reach through 

the cardiac jelly to contact endocardial cells. These 

TNTLs enable Notch ligands on the cardiomyocyte to 

interact with Notch receptors on the endocardial cell, 

initiating trabeculation. TNTLs might also transport 

diffusible signals and are required for the progression 

of trabeculation through E9.0. By E9.5, the two cell 

types make direct contact, particularly at the base of 

trabeculae. TNTLs reaching from endocardial cells to 

cardiomyocytes may also exist during trabeculation.
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ARTIFICIAL INTELLIGENCE

Large AI models are cultural 
and social technologies
Implications draw on the history of transformative 
information systems from the past

By Henry Farrell1, Alison Gopnik2,3,4, 

Cosma Shalizi4,5,6, James Evans4,7

D
ebates about artificial intelligence 

(AI) tend to revolve around whether 

large models are intelligent, autono-

mous agents. Some AI researchers 

and commentators speculate that 

we are on the cusp of creating agents 

with artificial general intelligence (AGI), 

a prospect anticipated with both elation 

and anxiety. There have also been exten-

sive conversations about cultural and so-

cial consequences of large models, orbiting 

around two foci: immediate effects of these 

systems as they are currently used, and hy-

pothetical futures when these systems turn 

into AGI agents—perhaps even superintel-

ligent AGI agents. But this discourse about 

large models as intelligent agents is funda-

mentally misconceived. Combining ideas 

from social and behavioral sciences with 

computer science can help us to under-

stand AI systems more accurately. Large 

models should not be viewed primarily 

as intelligent agents but as a new kind of 

cultural and social technology, allowing 

humans to take advantage of information 

other humans have accumulated.

The new technology of large models 

combines important features of earlier 

technologies. Like pictures, writing, print, 

video, internet search, and other such 

technologies, large models allow people to 

access information that other people have 

created. Large models—currently language, 

vision, and multimodal—depend on the in-

ternet having made the products of these 

earlier technologies readily available in 

machine-readable form. But like economic 

markets, state bureaucracies, and other 

social technologies, these systems not only 

make information widely available, they al-

low it to be reorganized, transformed, and 

restructured in distinctive ways. Adopting 

Simon’s terminology, large models are a 

new variant of the “artificial systems of hu-

man society” that process information to 

enable large-scale coordination [(1), p. 33].

Our central point here is not just that 

these technological innovations, like all 

other innovations, will have cultural and 

social consequences. Rather we argue that 

large models are themselves best under-

stood as a particular type of cultural and 

social technology. They are analogous to 

such past technologies as writing, print, 

markets, bureaucracies, and representative 

democracies. Then we can ask the separate 

question about what the effects of these 

systems will be. New technologies that are 

not themselves cultural or social, such as 

steam and electricity, can have cultural 

effects. Genuinely new cultural technolo-

gies—Wikipedia, for example—may have 

limited effects. However, many past cul-

tural and social technologies also had pro-

found, transformative effects on societies, 

for good and ill, and this is likely to be true 

for large models.

These effects are markedly different 

from the consequences of other important 

general technologies such as steam or elec-

tricity. They are also different from what 

we might expect from hypothetical AGI. 

Reflecting on past cultural and social tech-

nologies and their impact will help us to 

understand the perils and promise of AI 

models better than worrying about super-

intelligent agents.

SOCIAL AND CULTURAL INSTITUTIONS 

For as long as there have been humans, 

we have depended on culture. Beginning 

with language itself, human beings have 

had distinctive capacities to learn from the 

experiences of other humans, and these ca-

pacities are arguably the secret of human 

evolutionary success. Major technological 

changes in these capacities have led to 

dramatic social transformations. Spoken 

language was succeeded by pictures then 

by writing, print, film, and video. As more 

and more information became available 

across wider gulfs of space and time, new 

ways of accessing and organizing that in-

formation also developed, from libraries 

to newspapers to internet search. These 

developments have had profound effects 

on human thought and society, for better 

or worse. Eighteenth-century advances in 

print technology, for example, which al-

lowed new ideas to quickly spread, played 

an important role in the Enlightenment 

and the French Revolution. A landmark 

transformation occurred around 2000 

when nearly all the information from text, 

pictures, and moving images was converted 

into digital formats; it could be instantly 

transmitted and infinitely reproduced.

As long as there have been humans, we 

have also relied on social institutions to co-

ordinate individual information-gathering 

and decision-making. These institutions 

can themselves be thought of as a kind of 

technology (1). In the modern era, markets, 

democracies, and bureaucracies have been 

particularly important. The economist 

Friedrich Hayek argued that the market’s 

price mechanism generates dynamic sum-

maries of enormously complex and other-

wise unfathomable economic relations (2). 

Producers and buyers do not need to un-

derstand the complexities of production; 

all they need to know is the price, which 

compresses vast swathes of detail into a 

simplified but usable representation. Elec-

tion mechanisms in democratic regimes 

focus distributed opinion toward collective 

legal and leadership decisions in a related 

way. The anthropologist Scott argued (3) 

that all states, democratic or otherwise, 

have managed complex societies by creat-

ing bureaucratic systems that categorize 

and systematize information. Markets, 

democracies, and bureaucracies have re-

lied on mechanisms that generate lossy 

(incomplete, selective, and uninvertible) 

but useful representations well before the 

computer. Those representations both de-

pend on and go beyond the knowledge and 

decisions of individual people. A price, an 

election result, or a measure such as gross 

domestic product (GDP) summarizes large 

amounts of individual knowledge, values, 

preferences, and actions. At the same time, 

these social technologies can also them-

selves shape individual knowledge and 

decision-making. 

The abstract mechanisms of a market, 

state, or bureaucracy, like cultural media, 

can influence individual lives in crucial 

ways, sometimes for the worse. Central 
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banks, for example, reduced the complexi-

ties of the financial economy down to a 

few key variables. This provided apparent 

financial stability but at the cost of allow-

ing instabilities to build up in the housing 

market, which central banks paid little at-

tention to, precipitating the 2008 global 

financial crisis (4). Similarly, markets may 

not represent “externalities” such as harm-

ful carbon emissions. Integrating such 

information into prices through, for ex-

ample, a carbon tax can help but requires 

state action.

Humans rely extensively on these cul-

tural and social technologies. These tech-

nologies are only possible, however, because 

humans have distinct capacities character-

istic of intelligent agents. Humans, and 

other animals, can perceive and act on a 

changing external world, build new models 

of that world, revise those models as they 

accumulate more evidence, and then design 

new goals. Individual humans can create 

new beliefs and values and convey those be-

liefs and values to others through language 

or print. Cultural and social technologies 

transmit and organize those beliefs and 

values in powerful ways, but without those 

individual capacities, the cultural and social 

technologies would have no purchase. With-

out innovation, there would be no point to 

imitation (5). 

Some AI systems—in robotics, for ex-

ample—do attempt to instantiate similar 

truth-finding abilities. There is no reason, 

in principle, why an artificial system could 

not do so at some point in the future. Hu-

man brains do, after all. But at the moment, 

all such systems are far from these human 

capacities. We can debate how much to 

worry now about these potential future AI 

systems or how we might handle them if 

they emerge. But this is different from the 

question of the effects of large models at 

present and in the immediate future.

LARGE MODELS 

Large models, unlike more agentive sys-

tems, have made notable and unexpected 

progress in the past few years, making 

them the focus of the current conversation 

about AI in general. This progress has led 

to claims that “scaling,” simply taking the 

current designs and increasing the amount 

of data and computing power they use, will 

lead to AGI agents in the near future. But 

large models are fundamentally different 

from intelligent agents, and scaling will not 

change this. For example, “hallucinations” 

are an endemic problem in these systems 

because they have no conception of truth 

and falsity (although there are practi-

cal steps toward mitigation). They simply 

sample and generate text and images.

Rather than being intelligent agents, 

large models combine the features of cul-

tural and social technologies in a new way. 

They generate summaries of unmanage-

ably large and complex bodies of human-

generated information. But these systems 

do not merely summarize this information, 

like library catalogs, internet search, and 

Wikipedia. They also can reorganize and 

reconstruct representations or “simula-

tions” (1) of this information at scale and 

in new ways, like markets, states, and bu-

reaucracies. Just as market prices are lossy 

representations of the underlying alloca-

tions and uses of resources, and govern-

ment statistics and bureaucratic categories 

imperfectly represent the characteristics 

of underlying populations, so too are large 

models “lossy JPEGs” (6) of the data cor-

pora on which they have been trained. 

Because it is hard for humans to think 

clearly about large-scale cultural and so-

cial technologies, we have tended to think 

of them in terms of agents. Stories are a 

particularly powerful way to pass on in-

formation, and from fireside tales to nov-

els to video games, they have done this by 

creating illustrative fictional agents, even 

though listeners know that those agents 

are not real. Chatbots are the successor to 

Hercules, Anansi, and Peter Rabbit. Simi-

larly, it is easy to treat markets and states 

as though they were agents, and agencies 

or companies can even have a kind of legal 

personhood. 

But behind their agent-like interfaces 

and anthropomorphic pretensions, large 

language models (LLM) and large multi-

modal models are statistical models that 

take enormous corpora of text produced 

by humans, break them down into par-

ticular words, and estimate the probabil-

ity distribution of long word sequences. 

This is an imperfect representation of 

language but contains a surprisingly large 

amount of information about the patterns 

it summarizes. It allows the LLM to pre-

dict which words come next in a sequence 

and so generate human-like text. Large 

multimodal models do the same with au-

dio, image, and video data. Large models 

not only abstract a very large body of hu-

man culture, they also allow a wide variety 

of new operations to be carried out on it. 

LLMs can be prompted to carry out com-

plex transformations of the data on which 

they are trained. Simple arguments can 

be expressed in flowery metaphors, while 

ornate prose can be condensed into plain 

language. Similar techniques enable re-

lated models to generate new pictures, 

songs, and video in response to prompts. 

“But these systems do not merely summarize 
this information, like library catalogs, 

internet search, and Wikipedia. They also can 
reorganize and reconstruct…information...”
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A body of cultural information that was 

previously too complex, large, and incho-

ate for large-scale operations has been ren-

dered tractable. 

In practice, the most recent versions of 

these systems depend not only on mas-

sive caches of text and images generated 

and curated by humans but also on hu-

man judgment and knowledge in other 

forms. In particular, the systems rely on 

reinforcement learning from human feed-

back (RLHF) or its variants: Tens of thou-

sands of human employees provide ratings 

of model outputs. They also depend on 

prompt engineering: Humans must use 

both their background knowledge and in-

genuity to extract useful information from 

the models. Even the newest “chain of 

thought” models regularly begin from dia-

logue with their human users. 

The relatively simple though powerful 

algorithms that allow large models to ex-

tract statistical patterns from text are not 

really the key to the models’ success. In-

stead, modern AI rests atop libraries, the 

internet, tens of thousands of human cod-

ers, and a growing international world of 

active users. Someone asking a bot for help 

writing a cover letter for a job application 

is really engaging in a technically medi-

ated relationship with thousands of earlier 

job applicants and millions of other letter 

writers and RLHF workers.

CHALLENGES AND OPPORTUNITIES

The AI debate should focus on the chal-

lenges and opportunities that these new 

cultural and social technologies generate. 

We now have a technology that does for 

written and pictured culture what large-

scale markets do for the economy, what 

large-scale bureaucracy does for society, and 

perhaps even comparable with what print 

once did for language. What happens next? 

Like past economic, organizational, and in-

formational “general purpose technologies,” 

these systems will have implications for pro-

ductivity (7), complementing human work 

but also automating tasks that only humans 

could previously perform, and for distribu-

tion, affecting who gets what (8). 

Yet they will also have wider and more 

profound cultural consequences. We do not 

yet know whether these consequences will 

be as great as those of earlier technologies 

such as print, markets, or bureaucracies, but 

thinking of them as cultural technologies 

increases rather than decreases their poten-

tial impact. These earlier technologies were 

central to the extensive social transforma-

tions of the 18th and 19th centuries, both as 

causes and effects. All of these technologies, 

like large models, supported the abstraction 

of information so that new kinds of opera-

tions could be carried out at scale. All pro-

voked justified concerns about the spread 

of misinformation and bias, cultural ho-

mogenization or fragmentation, and shifts 

in the distribution of power and resources. 

The emergence of new communications me-

dia, including both print and television, was 

accompanied by reasonable worries that 

the new media would spread misinforma-

tion and strengthen malign cultural forces. 

Similarly, the categorization schemes that 

bureaucracies and markets deploy often 

embed oppressive assumptions.

At the same time, these technologies 

generated new possibilities for recombin-

ing information and coordinating actions 

among millions of people at a planetary 

scale. Emerging debates over the social, 

economic, and political consequences of 

LLMs continue deep-rooted historical wor-

ries and hopes about new cultural and so-

cial technologies. Orienting these debates 

requires both recognizing the commonali-

ties between new arguments and old ones 

and carefully mapping the particulars of the 

new and evolving technologies.

Such mapping is among the central tasks 

of the social sciences, which emerged from 

the social, economic, and political upheav-

als of the Industrial Revolution and its af-

termath. Social scientists’ investigation of 

the consequences of these past technologies 

can help us think about less obvious social 

implications of AI, both negative and posi-

tive, and to consider ways that AI systems 

could be redesigned to increase the positive 

impacts and reduce the negative. As media, 

markets, and bureaucratic technologies ex-

panded in the 19th and 20th centuries, they 

generated economic losers and winners, 

displacing whole categories of workers, 

from clerks and typists to “human comput-

ers.” Today, there are obvious worries that 

large models and related technologies may 

displace “knowledge workers.” 

There are also less obvious questions. 

Will large models homogenize or fragment 

culture and society? Thinking about this 

in historical context can be particularly il-

luminating. Current concerns resemble 

19th- and 20th-century disagreements over 

markets and bureaucracies. Weber worried 

(9) about the deadening homogenizing con-

sequences of economic and bureaucratic 

“rationalization,” whereas Mill (10) thought 

that market exchanges would expose partic-

ipants to different forms of life and soften 

impulses to conflict (“doux commerce”). 

Large models are designed to work well—

to faithfully reproduce the actual prob-

abilities of sequences of text, images, and 

video—on average. They therefore have an 

intrinsic tendency to be most accurate in 

situations most commonly found in their 

training data and least accurate in situa-

tions that were rare in data or entirely new. 

This might lead large models to worsen 

the kind of homogenization that haunted 

Weber.

On the other hand, large models may al-

low us to design new ways to harvest the 

diversity of the cultural perspectives they 

summarize. Combining and balancing these 

perspectives may provide more sophisti-

cated means of solving complex problems 

(11). One way to do this may be to build “so-

ciety-like” ecologies in which different per-

spectives, encoded in different large models, 

debate each other and potentially cross-fer-

tilize to create hybrid perspectives (12) or 

to identify gaps in the space of human ex-

pertise (13) that might usefully be bridged. 

Large models are surprisingly effective at 

abstracting subtle and nonobvious patterns 

in texts and images. This suggests that such 

technologies could be used to find patterns 

in text and images that crisscross the space 

of human knowledge and culture, including 

patterns invisible to any particular human. 

We may require new systems that diversify 

large model reflections and personas and 

produce the same distribution and diversity 

as do human societies. 

Diversifying systems like this might be 

particularly important for scientific prog-

ress. Formal science itself depended on the 

emergence of the new cultural technologies 

of the 17th and 18th centuries, from coffee 

houses and rapid mail to journals and peer 

review. AI technologies have the potential 

to accelerate science further, but this will 

depend on imaginative ways of using and 

rethinking these technologies. By wiring 

together so many perspectives across text, 

audio, and images, large models may allow 

us to discover unprecedented connections 

between them for the benefit of science and 

society. These technologies have most com-

monly been trained to regurgitate routine 

information as helpful assistants. A more 

fundamental set of possibilities might open 

up if we deployed them as maps to explore 

formerly uncharted territory. 

There are also less obvious and more in-

teresting ways that new cultural and social 

technologies influence economic relation-

ships. The development of cultural tech-

nologies leads to a fundamental economic 

tension between the people who produce 

information and the systems that distribute 

it. Neither group can exist without the other: 

A writer needs publishers as much as the 

publisher need writers. But their economic 

incentives push in opposite directions. The 

distributors will profit if they can access the 

producer’s information cheaply, whereas the 

producers will profit if they can get their 

information distributed cheaply. This ten-
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sion has always been a feature of new cul-

tural technologies. The ease and efficiency of 

distributing information in digital form has 

already made this problem especially acute, 

as evidenced by the crisis in everything from 

local newspapers to academic journals. But 

the very speed, efficiency, and scope of large 

models, processing all the available informa-

tion at once, combined with the centralized 

ownership of those models, makes these 

problems loom especially large. Concen-

trated power may make it easier for those 

who own the systems to skim the benefits of 

efficiency at the expense of others. 

There are crucial technical questions: To 

what extent can the systematic imperfec-

tions of large models be remedied, and when 

are they better or worse than the im-

perfections of systems based around 

human knowledge workers? Those 

should not overshadow the crucial 

political questions: Which actors are 

capable of mobilizing around their in-

terests, and how might they shape the 

resulting mix of technology and orga-

nizational capacities? Very often, commen-

tators within the technology sector reduce 

these questions into a simple battle between 

machines and humans. Either the forces of 

progress will prevail against retrograde Lud-

dite tendencies, or on the other hand, human 

beings will successfully resist the inhuman 

encroachment of artificial technology. Not 

only does this fail to appreciate the complexi-

ties of past distributional struggles, struggles 

that long predate the computer, it ignores 

the many different possible paths that future 

progress might take, each with its own mix 

of technological possibilities and choices (8). 

In the case of earlier social and cultural 

technologies, a range of further institutions, 

including normative and regulatory institu-

tions, emerged to temper their effects. These 

ranged from editors, peer review, and libel 

laws for print, to election law, deposit in-

surance, and the Securities and Exchange 

Commission for markets, democracies, and 

bureaucracies. These institutions had var-

ied effectiveness and required continual 

revision. These countervailing forces did 

not emerge on their own, however, but 

resulted from concerted and sustained ef-

forts by actors both within and outside the 

technologies themselves. 

LOOKING FORWARD

The narrative of AGI, of large models as su-

perintelligent agents, has been promoted 

both within the tech community and out-

side it, both by AI optimist “boomers” and 

more concerned “doomers.” This narrative 

gets the nature of these models and their 

relation to past technological changes 

wrong. But more importantly, it actively 

distracts from the real problems and op-

portunities that these technologies pose 

and the lessons history can teach us about 

how to ensure that the benefits outweigh 

the costs.

 Of course, as we note above, there may 

be hypothetical future AI systems that are 

more like intelligent agents, and we might 

debate how we should deal with these hy-

pothetical systems, but LLMs are not such 

systems, any more than were library card 

catalogs or the internet. Like catalogs and 

the internet, large models are part of a long 

history of cultural and social technologies. 

The social sciences have explored this 

history in detail, generating a distinct 

understanding of past technological up-

heavals. Bringing computer science and 

engineering into close cooperation with 

the social sciences will help us to under-

stand this history and apply these lessons. 

Will large models lead to greater cultural 

homogeneity or greater fragmentation? 

Will they reinforce or undermine the so-

cial institutions of human discovery? As 

they reshape the political economy, who 

will win and lose? These and other urgent 

questions do not come into focus in de-

bates that treat large models as analogs for 

human agents. 

Changing the terms of debate would 

lead to better research. It would be far 

easier for social scientists and computer 

scientists to cooperate and combine their 

respective strengths if both understood 

that large models are no more—but also no 

less—than a new kind of cultural and so-

cial technology. Computer scientists could 

bring together their deep understanding 

of how these systems work with social sci-

entists’ comprehension of how other such 

large-scale systems have reshaped society, 

politics, and the economy in previous eras, 

elaborating existing research agendas and 

discovering new ones. This would help 

remedy past confusions in which computer 

scientists have adopted overly simplified 

notions of complex social phenomena (14) 

while social scientists have failed to un-

derstand the complex functioning of these 

new technologies.

It would move policy discussions over 

AI decisively away from simplistic battles 

between the existential fear of a machine 

takeover and the promise of a near-future 

paradise in which everyone will have a per-

fectly reliable and competent artificial as-

sistant. The actual policy consequences of 

large models will surely be different. Like 

markets and bureaucracies, they will make 

some kinds of knowledge more visible and 

tractable than they were in the past, en-

couraging policy-makers to focus on the 

new things that they can measure and see 

at the expense of those less visible and 

more confusing. As a result, reflecting past 

cases of markets and media, power and 

influence will shift toward those who can 

fully deploy these technologies and away 

from those who cannot. AI weakens the po-

sition of those on whom it is used and who 

provide its data, strengthening AI experts 

and policy-makers (14).

Last, thinking in this way might 

reshape AI practice. Engineers and 

computer scientists are already 

aware of the problem of large model 

bias and are thinking about their 

relationship to ethics and justice. 

They should go further. How will 

these systems affect who gets what? 

What will their practical consequences be 

for societal polarization and integration? 

Can large models be developed to enhance 

human creativity rather than to dull it? 

Finding practical answers to such ques-

tions will require an understanding of so-

cial science as well as engineering. Shifting 

the debate about AI away from agents and 

toward cultural and social technologies is 

a crucial first step toward building that 

cross-disciplinary understanding (15).        j
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“...large models are themselves best 
understood as a particular type of cultural 

and social technology.”
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Foundation Innovation Corps (I-Corps) 

program (5), address specific gaps in the 

traditional PhD experience, most existing 

programs do not scale to thousands of 

scientist-entrepreneurs, do not provide a 

full suite of support, or remain inaccessible 

until after graduation. An effective pro-

gram must scale while supporting STEM 

PhDs through three distinct phases: initial 

venture curiosity, serious exploration of 

a laboratory-based project (during their 

program), and the creation of a so-called 

“spin-out” company. 

Early-stage support should focus on 

deep-tech venture-building skills. For 

example, MIT’s Engine Lab course (3) and 

Harvard’s Lab to Market online course (6) 

ensure that students undertake projects to 

build entrepreneurial skills, network, and 

find role models. Beyond universities, ven-

ture firms, such as Flagship Pioneering, 

offer summer fellowships (7) for PhDs 

and postdocs to learn the venture-

building process.

If PhD students want to commercialize a 

specific project, educational programming 

should help them evaluate specific market 

opportunities and assess commercializa-

tion risks. The Engine’s Blueprint program 

(8) provides this guidance, and more 

broadly, the suite of facilities at programs 

such as the Cornell Tech Runway Startup 

Postdocs program (9) and University 

of California Berkeley Postdoctoral 

Entrepreneurship Program (10) offer 

essential infrastructure that supports 

translational activities.

After they graduate, PhDs need help 

building their companies. Fellowships, 

Edited by Jennifer Sills

Support PhDs building 
deep-tech ventures
PhDs in science, technology, engineering, 

and mathematics (STEM) increasingly 

pursue start-ups as a full-time career 

choice. Between 2012 and 2023, an 

average of 13% of recent Massachusetts 

Institute of Technology (MIT) PhD gradu-

ates worked at start-ups, and an average 

of 4% of graduates per year cofounded 

companies (1). The percentage of PhD 

founders backed by venture capital firms 

has also increased (2). However, edu-

cational programs in entrepreneurship 

often leave behind this growing cohort of 

would-be entrepreneurs (3).

Most entrepreneurship programs focus 

on “dorm-room” start-ups created by 

undergraduates or MBAs with software 

ideas that can be tested in short sprints. 

This model fails to address the needs of 

laboratory-based endeavors—referred to 

as deep-tech ventures—that transform 

scientific research into market-ready 

innovations. Intellectual property founded 

on breakthrough science requires more 

attention to technical, market, regulatory, 

and production risks.

To prepare PhDs to become founders 

of ventures based on their own research, 

universities and innovation ecosystem 

partners must establish dedicated training 

for and must remove barriers to the deep-

tech venture pathway (4). Although some 

programs, such as the National Science 

Scientists hoping to convert research into market-

ready products can benefit from specialized training.

L E T T E R S

such as those offered by Activate (11) and 

Breakthrough Energy (12), give recent 

PhDs the freedom to pursue applied 

research with the goal of commercializa-

tion. These programs combine stipends, 

curriculum, research and develop-

ment funding, networks, and low-cost 

access to experimental equipment and 

facilities—essential elements for scientist-

entrepreneurs transitioning discoveries 

to market.

The future of US innovation depends 

on a robust academia-to-venture pipeline 

for STEM PhDs. Implementing a com-

prehensive support system for ambitious 

scientist-entrepreneurs can substantially 

increase the likelihood that scientific 

advances achieve real-world impact.
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The problem with AI 
dialogue at scale
In their Research Article “Durably reduc-

ing conspiracy beliefs through dialogues 

with AI” (13 September 2024, p. 1183), T. 

H. Costello et al. provide evidence that 

dialogue with generative artificial intel-

ligence (AI) can reduce conspiracy beliefs. 

The paper’s conclusions frame AI as a 

potentially scalable intervention that can 

save societies from misinformation and 

conspiracy theories (1, 2). However, the 

applicability of this strategy to real-world 

problems remains unclear.

Volumes of scientific information and 

consistency of messaging are not enough to 

change entrenched conspiracy beliefs, espe-

cially among those likely to distrust scientific 

institutions (3). For example, flat-Earth the-

ory resurged in the early 21st century even 

though consistent messages about Earth’s 

sphericity had reached most adherents (4). 

During the pandemic, scientists observed 

that “persuasive words are not enough” (5) 

to break through deeply held beliefs. 

In the 2000s, evidence from lab stud-

ies suggested that “framing” could combat 

climate change misinformation by making 

scientific evidence more relatable, relevant, 

and understandable to the public. However, 

meta-analyses later showed that the positive 

effects of framing were clearer in the lab 

than in the real world (6). In practice, AI 

dialogue would face similar challenges.

If AI dialogues were scaled up, they 

would have to interact with users who 

harbor beliefs for a variety of reasons. 

Messaging that is culturally appropriate 

and effective in one setting would likely be 

inappropriate and ineffective in another (7). 

Different strategies are required to combat 

misinformation in communities that resist 

global vaccine campaigns because they lack 

access to decent health care or have suffered 

historical injustices compared with those 

whose resistance to science is based in 

religious or political ideology. 

We agree with Costello et al. that mak-

ing people feel heard through personalized 

conversation is crucial for building trust—the 

foundation of effective communication (8). 

The focus on AI should not overshadow the 

vital role of a trusted messenger. During the 

pandemic, people turned to trusted sources, 

regardless of the accuracy of the information. 

AI dialogues may have the capacity to inform 

and engage conspiracy adherents, but the 

strategy’s effectiveness would be undermined 

if used only for constant point-counterpoint 

debate. Because resistance to official science 

often has little to do with the science itself or 

the evidence provided (9, 10), the solution to 

misinformation may be social policy rather 

than more information or tailored counterar-

guments to conspiracies.
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Response

Our Research Article shows that evidence-

based artificial intelligence (AI) dialogues 

reduce conspiracy beliefs much more than 

expected on the basis of previous work. 

Nabavi et al. agree with our conclusion 

that personalized conversations are crucial 

in addressing epistemically unfounded 

beliefs. However, they argue that this 

approach alone will not be enough to solve 

the misinformation challenge. Of course, 

we agree that no single solution, including 

AI chatbots, will address this challenge (1). 

We did not claim that AI dialogues alone 

could “save societies from misinformation 

and conspiracy theories” but rather that the 

strategy could serve as part of a toolkit to 

combat inaccurate beliefs.

Nabavi et al. highlight the limits of inter-

ventions that lack contextualization, given 

that people are not homogeneous. These 

concerns are consistent with our paper, in 

which we explicitly argued that human-

AI dialogues were likely effective because 

users expressed their beliefs in their own 

words. This allowed the AI to leverage 

evidence most relevant to each individual 

conspiracist. The authors mention cultural 

variability, but psychological variation 

among individuals within the same culture 

far exceeds differences across cultures (2). 

Tailoring persuasive messaging based on 

cultural context (and other less predictive 

cues, such as demographic information, 

as in so-called microtargeting) (3) may be 

less effective than truly bespoke messaging 

based on a person’s unique belief system.

Nonetheless, as we stated in our paper, 

AI dialogues will not persuade everyone, 

and learning how to get people to choose to 

engage with the AI is a key step for achiev-

ing large-scale impact. However, we are 

optimistic about this approach’s potential 

reach, given that conspiracy believers often 

emphasize the importance of “doing your 

own research” and engaging in debate. This 

aligns will our real-world observations: 

Since publication, our DebunkBot.com 

website (which allows users to discuss their 

conspiracy beliefs with GPT-4) has attracted 

nearly 100,000 visitors. 

Critically, the system-level impacts of 

widely available persuasive argumentation 

for any given epistemic perspective remain 

unknown. In such circumstances, truth 

could provide the edge—indeed, this is the 

principle on which both adversarial legal 

systems and the institution of science itself 

are based (4). Successful argumentation also 

serves as a credible signal corroborating the 

veracity (or, at least, the thoughtfulness) 

of one’s claims and thus may not always 

require “trusted messengers” or aligned 

incentives between messenger and audience 

to be persuasive (5). Exposure to conflicting 

positions in conversation with one another 

may increase nuance and ward against 

extremism [as it did in previous work (5, 6)]. 

These possibilities warrant further investiga-

tion rather than summary dismissal.

Our Research Article focuses on scien-

tific questions rather than applications. We 

did not develop a ready-to-deploy interven-

tion but rather showed that the field is 

mistaken about the obstinacy of conspiracy 

belief. Our results suggest that evidence-

based argumentation approaches, which 

many had prematurely abandoned, can 

be relatively effective, a point with which 

Nabavi et al. seem to agree.
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production rates and the metals 

because they require more 

water to process. Water require-

ments for mineral production 

are expected to increase in the 

future. —Bianca Lopez

Science p. 1214, 10.1126/science.adk5318

ORGANIC CHEMISTRY

A selective aryl cleaver
One of the defining characteris-

tics of aryl compounds such as 

benzene is their greater stability 

compared with other arrange-

ments of carbon-carbon double 

bonds. If one of the aryl bonds 

is broken, those remaining tend 

to be more reactive. Olivier et al. 

 PALEONTOLOGY

No flashy colors 
for early mammals
In the past decade or so, the 

identification of melanosomes 

in some dinosaur feathers and 

skin has led to the sugges-

tion that many bore bright and 

complex coloration. Less work 

has been done to explore the 

coloration of early mammals. 

Li et al. looked at melanosome 

patterns in multiple species 

of Mesozoic mammals and 

compared these with those seen 

in more than 100 species of 

extant mammals. There was little 

color variation, and the animals 

were entirely dark in color. The 

authors argue that this was likely 

due to the animals’ nocturnal 

nature, and that brighter and 

more varied colors in mam-

mals may have arisen after the 

extinction of dinosaurs at the 

end of the Cretaceous period. 

—Sacha Vignieri

Science p. 1193, 10.1126/science.ads9734

SUSTAINABILITY

Water limits
mineral production
Mineral production is key to 

our global economy, with new 

technologies creating higher 

demand for many minerals. 

However, large amounts of water 

are required for mining and 

processing, which could limit 

mineral production in some loca-

tions. Islam et al. evaluated these 

constraints using published 

data on mineral production and 

water requirements for different 

minerals, coupled with regional 

water-carrying capacities from 

a hydrologic model. They found 

that mineral production exceeds 

water resources in many regions 

because of high production or 

low water availability. Coal, iron, 

copper, and gold showed some 

of the highest overconsump-

tion, coal because of its high 

Confocal microscopy image of a patterned triazatruxene thin film in an OLED

Edited by Michael Funk

I N  SC IENCE  J O U R NA L S

RESEARCH

Confocal microscopy image of a patterned triazatruxene thin film in an OLED

Edited by Michael Funk

CHIRAL ELECTRONICS

Efficient circularly polarized OLED

T
here is considerable interest in engineering chirality into semiconductor materials, with the 

goal of achieving high levels of circularly polarized luminescence (CPL). Currently, efficient 

organic light-emitting diode (OLED) systems use light-emitting molecules spatially isolated in 

a host, resulting in low levels of CPL. Previous attempts to build uniform chiral supramolecu-

lar order have not been compatible with optimized OLED device architectures. Chowdhury et 

al. found a way to fabricate thin, uniform films with chiral supramolecular nanostructures based on 

triazatruxene molecules. The method is fully compatible with OLED fabrication and demonstrated 

strong green CPL. This work opens new avenues for development in organic electronics driven by 

circularly polarized light. —Yury Suleymanov   Science p. 1175, 10.1126/science.adt3011
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report a reaction manifold that 

reverses this prevailing trend. 

A nitroarene reagent can be 

photoexcited to a state that pref-

erentially reacts with arenes over 

olefins, likely through transient 

complexation, thereby enabling 

clean oxidative cleavage of just 

one aryl bond. —Jake S. Yeston

Science p. 1167, 10.1126/science.ads3955

ENVIRONMENTAL SCIENCE

Spoiled by war
Along with the enormous costs 

to human life and livelihoods, 

war creates environmental 

catastrophes. In the ongoing 

war in Ukraine, dams have been 

the targets of military attacks, 

creating floods and severely 

diminishing water resources 

for agricultural irrigation. 

Shumilova et al. measured 

and modeled some of the less 

well-recognized environmental 

impacts of dam destruction, 

focusing on the Kakhovka 

Dam in southern Ukraine. 

The destruction of the dam in 

June 2023 released pollutants 

that had accumulated in the 

reservoir sediments, creating a 

long-term source of contami-

nants that could be spread by 

future floods. Fast-growing 

riparian vegetation could help 

recover the floodplain of the 

former lake bed in the short 

term, but actions must be taken 

to address contamination in the 

region. —Bianca Lopez

Science p. 1181, 10.1126/science.adn8655

ATMOSPHERE

A new way
Nitrous oxide (N2O) is an impor-

tant greenhouse gas with an 

atmospheric abundance that is 

increasing faster than predicted. 

It is the chemical species 

primarily responsible for 

stratospheric ozone depletion. 

Leon-Palmero et al. describe 

a pathway that is absent from 

current greenhouse gas budgets 

in which sunlight drives abiotic 

N2O formation in oxic fresh and 

marine surface waters. They 

found that production rates are 

proportional to radiation flux 

and estimate that this path-

way creates more N2O than 

biological production in surface 

waters, thus constituting a 

major source of N2O emissions 

globally. —Jesse Smith

Science p. 1198, 10.1126/science.adq0302

AUTOIMMUNITY

Photosensitivity 
features Z-DNA
Autoimmune photosensitivity 

is a common symptom of type I 

interferon–driven skin diseases 

such as cutaneous lupus ery-

thematosus (CLE). Mechanisms 

mediating this response have 

been linked to ultraviolet B 

(UVB) light–induced mitochon-

drial damage in keratinocytes. 

Klein et al. show that mitochon-

drial Z-DNA accumulates and is 

released by CLE keratinocytes 

upon UVB light exposure. This 

Z-DNA is stabilized by Z-DNA 

binding protein 1 (ZBP1) and 

potentiates the type I interferon 

response through the cGAS-

STING signaling pathway. ZBP1 

was also shown to accumulate 

in samples from patients with 

lupus-associated photosensitiv-

ity. —Christiana N. Fogg

Sci. Immunol. (2025) 

10.1126/sciimmunol.ado1710

DNA DAMAGE

NEMO finds DNA damage
DNA damage is recognized and 

repaired by a series of pro-

tein complexes that are often 

recruited to sites of damage 

by the kinase ATM. Alonso-

Marañón et al. found that ATM 

complexes are directed to sites 

of damage by the protein NEMO, 

a regulatory subunit in the 

NF-kB pathway (see the Focus 

by Perkins). In cells exposed to 

ultraviolet light or a chemothera-

peutic, NEMO bound to ATM in 

complex with the kinase IKKa 

and directed the pair to dam-

aged DNA. Increased expression 

of NEMO in colorectal cancers 

correlated with chemoresistance 

and poor prognosis, suggesting 

that NEMO may predict tumors, 

which could then be treated 

with DNA repair inhibitors. 

—Leslie. K. Ferrarelli

Sci. Signal. (2025)

 10.1126/scisignal.adr0128

IN OTHER JOURNALS

Edited by Corinne Simonti

and Jesse Smith

PLANT FLUID DYNAMICS

Seagrasses wave goodbye to erosion

S
eagrasses grow in many coastal regions and can help 

prevent erosion. Vettori et al. placed plastic seagrass rep-

licas in a 50-meter-long wave flume to understand how 

seagrasses affect hydraulic forces of waves and currents. 

They found that the presence of a current parallel to the 

waves generated turbulent water flow. This caused damping 

of the waves in a manner that was not predicted by existing 

mathematical models of wave attenuation. This work provides 

a large experimental dataset alongside mathematical model-

ing to understand how seagrasses might affect the forces that 

waves exert on the shore. —Madeleine Seale

Proc. Natl. Acad. Sci. U.S.A. (2025) 10.1073/pnas.2414150122
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QUANTUM CHEMISTRY

Density functionals
for large systems
Density functional theory (DFT) 

is currently the most reliable 

framework for computational 

studies of materials based on 

the fundamental concept of 

representing the total energy of 

a system through its electron 

density, such as Hartree-Fock 

(HF) density. However, per-

forming quantitative HF-DFT 

calculations on large systems 

containing hundreds of atoms 

remains a challenge. Recent 

efforts to develop machine 

learning (ML)–based function-

als have shown improvements 

in accuracy and efficiency; how-

ever, because of the black-box 

nature of ML, these methods 

compromise transparency, 

often leading to a lack of confi-

dence. Kim et al. demonstrated 

that the dual-basis scheme with 

proper dispersion correction, 

which offers more transpar-

ency, can be used to reliably 

and efficiently extend HF-DFT to 

large molecular systems such 

as DNA-ellipticine and HIV-

indinavir. —Yury Suleymanov

J. Phys. Chem. Lett. (2025) 

10.1021/acs.jpclett.4c02852

 CRYOSPHERE

Kept in a cold embrace
Permafrost is a time capsule of 

ancient flora, fauna, and even 

the remains of ice sheets. Such 

relict ice mostly dates back 

about 20,000 years, to the last 

glacial advance. Coulombe 

et al. report on much older 

ice, two massive blocks in the 

Canadian Arctic that have 

rested undisturbed for hun-

dreds of thousands of years. 

Combining radiocarbon and 

paleomagnetic ages with ice 

crystallography, the authors 

observed that the ice survived 

prior cycles of warming due 

to an especially thick perma-

frost. The ice is now exposed in 

upland slumps because of thaw. 

—Angela Hessler

Geology (2025)

 10.1130/G52446.1

NEUROSCIENCE

Selective astrocyte 
manipulation
Recent data have shown that 

astrocytes and other non-neuro-

nal cells can modulate neuronal 

activity and affect behavioral 

outcomes in preclinical models. 

Serra et al. developed a tool 

called AstroLight to manipulate 

specified astrocyte subpopu-

lations activated during a 

behavioral task. They then used 

this tool to identify a subset 

of astrocytes in the nucleus 

accumbens that are associated 

with cue-motivated behaviors. 

These results demonstrate 

that selective manipulation of a 

specific astrocyte subpopulation 

in the nucleus accumbens can 

affect cue rewarded-associated 

behavior in mice, and the 

potential usefulness of this 

tool in other functional studies. 

—Mattia Maroso

Nat. Neurosci. (2025) 

10.1038/s41593-025-01870-0

BIOMATERIALS

Sopping up sodium 
to aid wound repair
Skin wound healing is promoted 

by a number of factors, includ-

ing biochemistry, inflammatory 

responses, and electrical stimu-

lation. For example, endogenous 

electrical fields promote the 

proliferation of epithelial cells 

and their migration from the 

wound edge, and these are 

driven by gradients in ions 

such as Na+ and Cl–. Luo et 

al. developed a wound dress-

ing based on polyurethane 

and carbon, the latter formed 

from the pyrolysis of ginko 

leaves. The carbon soaks up 

Na+ flowing to the center of the 

wound site, thus enhancing the 

electric field. Animal studies 

showed how this could shorten 

the inflammatory phase of the 

wound and accelerate wound 

closure. —Marc S. Lavine

Adv. Mater. (2025)

 10.1002/adma.202419149 

PREGNANCY

Polluted pregnancy
Infants are increasingly 

“born late,” after 41 weeks of 

pregnancy. These prolonged 

pregnancies increase birth com-

plications and pose other health 

risks for the child and mother. 

Nyadanu et al. examined the 

role of two environmental 

stressors, fine particulate air 

pollution (PM2.5) and extreme 

weather and temperatures, 

on pregnancy term for nearly 

400,000 Western Australia 

births from 2000 to 2015. 

Higher climate-related expo-

sures were associated with 

elevated odds of prolonged 

pregnancies, particularly among 

mothers who live in urban areas, 

are age 35+, are pregnant for 

the first time, or are carrying 

boys. The associations suggest 

that more research on PM2.5 and 

prolonged pregnancies in other 

geographic areas is needed to 

better understand the possible 

impact of climate change on 

late births. —Ekeoma Uzogara

Urban Clim. (2025) 

10.1016/j.uclim.2025.102316

CONSERVATION BIOLOGY

The ancestry of Ming
In 2003, a 400-pound tiger 

named Ming was discovered in 

a Harlem apartment, sparking 

media interest and forensic 

investigation. Using whole-

genome sequencing of trace 

materials from Ming’s whiskers, 

Wu et al. performed a forensic 

genomic analysis of Ming and 

his putative sibling Cheeky. Both 

tigers had admixed genetic back-

grounds from five subspecies, 

with Indochinese tiger ancestry 

being predominant, and were 

confirmed as full siblings. The 

study highlights the potential of 

genomic tools for tiger conserva-

tion, particularly in identifying 

the origins of captive tigers and 

combating illegal wildlife traffick-

ing. The findings also underscore 

the importance of genetic 

surveillance in preserving endan-

gered species. —Di Jiang

J. Hered. (2025) 

10.1093/jhered/esaf003
Sea grass protects 

coastlines from erosion 

by weakening waves.

A study uncovered the genetic history of Ming, 

the tiger found in a New York apartmentP
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Trypanosome doublet microtubule structures reveal
flagellum assembly and motility mechanisms
Xian Xia, Michelle M. Shimogawa, Hui Wang, Samuel Liu, Angeline Wijono, Gerasimos Langousis,

Ahmad M. Kassem, James A. Wohlschlegel, Kent L. Hill*, Z. Hong Zhou*

INTRODUCTION: Parasitic trypanosomes, includ-

ing Trypanosoma brucei and related species,

cause severe disease in humans and othermam-

mals. As excavates that diverged early within

the eukaryotic lineage, trypanosomes also offer

great opportunities for novel biological discov-

ery. The single flagellum of T. brucei drives its

motility and plays key roles in cell division,mor-

phogenesis, and host interactions. Unlike most

organisms, the trypanosome flagellum beats

with a helical waveform that propagates tip to

base. Central to flagellar motility is a conserved

9+2 axoneme, in which nine doublet microtu-

bules (DMTs) surround a pair of singlet micro-

tubules, with radial spokes (RSs) projecting

inward from the DMTs to contact the central

pair complex. Flagellar beating is powered by

thousands of dynein motors arrayed between

DMTs, with outer (ODA) and inner (IDA) dynein

arms performing complementary roles and

regulated by other axonemal complexes such

as the nexin-dynein regulatory complex (N-DRC).

An extra-axonemal filament unique to trypano-

somes and other Euglenozoa, the paraflagellar

rod (PFR), is attached alongside the axoneme,

providing elastic resistance against axoneme

bending.

RATIONALE: Recent cryo–electron microscopy

(cryo-EM) studies have resolved high-resolution

structures of DMTs from different organisms,

revealing core features of flagellum assembly

andmotility and also identifying lineage-specific

adaptations. Notably lacking in these analyses

are members of the excavata clade, which in-

cludes trypanosomes and other devastating

pathogens. This presents a critical knowledge

gap in our understanding of pathogen biology

and evolution of mechanisms for assembly and

operation of one of the most iconic structures

of eukaryote biology.

RESULTS:We determined the96-nmrepeat struc-

ture of splitT. bruceiDMTswith attachedODAs,

IDAs, RSs, and N-DRC using high-resolution

cryo-EM. A total of 154 different axonemal

proteins were identified, including 40 proteins

unique to the trypanosome lineage. Trypano-

someDMTsare furtherdistinguished fromthose

of other organisms by incorporation of extra

paralogs for several microtubule inner pro-

teins (MIPs), inner junction filament proteins,

and proteins outside the DMT. We identified

all subunits of the trypanosome-specific pon-

ticulus and proteins on the DMT outer surface

that may form attachments to the PFR. Using

in-depth structural analysis combined with di-

rect interrogation through knockdown of tar-

get proteins, we have defined MIP assembly

mechanisms andunique features of the trypano-

some axoneme.

DMTswere unexpectedly captured in a curved

state, bending approximately 3° per 96-nm re-

peat with the B-tubule on the concave side, with

dyneins in a pre–power stroke configuration.

This contrastswith prior cryo–electron tomog-

raphy reconstructions of the T. brucei axoneme

and all high-resolution structures of split DMTs

from other organisms, in which DMTs are

straightwith dyneins in the post–power stroke

configuration. Compared with the post–power

stroke state, motor domains of ODAs and IDAs

shift toward the microtubule minus end in the

pre–power stroke structure. Structural changes

in the ODA linker are transmitted through the

tail, which pivots upward and forward around

the docking site on the DMT. Thismovement of

the tail and associated intermediate chain–light

chain tower accommodates concomitant repo-

sitioning of the motor domains from the ad-

jacent dynein in the array. These findings led

us to propose a “dragon boat”model for dynein-

dependent movement of adjacent DMTs in the

flagellar axoneme.

CONCLUSION: Our work expands our funda-

mental understanding of what it takes to build

and operate a motile axoneme and also iden-

tifies parasite-specific adaptations that present

potential targets for therapeutic or transmission-

blocking agents. Our studies indicate that mech-

anisms for bending axonemal DMTs were

established at or near the time of the last eu-

karyotic common ancestor, with eukaryotic di-

versification accompanied by lineage-specific

axonemal proteins that alter DMT properties.

These evolutionary adaptations enable each

organism and cell type to produce a flagellar

waveform that meets the needs of its specific

functions and environments.▪
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Phylogenetic tree of Eukaryotes

Cryo-EM structure of the decorated DMT from T. brucei. The phylogenetic tree of eukaryotes shows

that the human parasite T. brucei diverged early within the eukaryotic lineage, before the emergence

of separate lineages for humans and other organisms used as models for cilium biology. Magnified view of

the T. brucei flagellum shows the cryo-EM structure of the T. brucei DMT with attached ODAs, IDAs, RSs,

and N-DRC. Dyneins in the pre–power stroke state are docked to the curved DMT.
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Evolutionary adaptations of doublet microtubules
in trypanosomatid parasites
Matthew H. Doran†, Qingwei Niu†, Jianwei Zeng, Tom Beneke, James Smith, Peter Ren,

Sophia Fochler, Adrian Coscia, Johanna L. Höög, Shimi Meleppattu, Polina V. Lishko,

Richard J. Wheeler, Eva Gluenz, Rui Zhang*, Alan Brown*

INTRODUCTION: Trypanosomatids are flagellated

protists that are responsible for several devast-

ating human diseases, including Chagas dis-

ease, trypanosomiasis, and leishmaniasis. These

diseases put millions at risk of infection glo-

bally, especially those in the poorest commun-

ities of developing nations. Trypanosomatid

parasites critically depend on a single motile

flagellum for movement in either their verte-

brate host or insect vector and for successful

progression through their life cycles. The oscil-

latory pattern of the flagellar beat is powered

by a protein complex within flagella called

the axoneme, an extraordinarily complicated

microtubule-based structure containing a col-

lection ofmicrotubule-binding proteins, dynein

motors, and mechanoregulatory complexes.

Despite its notable structural and molecular

conservation across eukaryotes, axonemes dis-

play multiple species-specific differences.

RATIONALE: Structural descriptions of axone-

mal doubletmicrotubules have been reported

for several species, revealing that they are sites

of evolutionary adaptation capable of binding a

diverse variety of microtubule inner proteins

(MIPs) and microtubule-associated proteins

(MAPs). However, the role of these molecular

adaptations in motility is largely unknown. In

this work, we sought to combine structural

and functional analyses of trypanosomatid

species to better understand the fundamental

relationship between doubletmicrotubule struc-

ture and flagellar motility.

RESULTS:We used cryo–electron microscopy

(cryo-EM) to resolve structures of doublet mi-

crotubules from two members of the trypano-

somatid family, Leishmania tarentolae and

Crithidia fasciculata, at resolutions up to 2.7 Å.

The structures uncovered a total of 51 different

MIPs within a single 48-nm repeat unit, includ-

ing 27 that are specific to trypanosomatids or

the wider kinetoplastid family, as well as a di-

vergent five-membered dynein-docking com-

plex and a class of MAPs called ArcMAPs.

Some of the identified proteins come from

paralogous genes: The presence of these para-

logs within a single repeat unit generates amore

complexperiodic pattern andMIPnetwork than

observed inpreviously determineddoubletmicro-

tubule structures. We also found that paral-

ogous proteins allow for the formation of

proximal-distal asymmetries. For example,

members of the trypanosomatiddynein-docking

complex contain paralogs that segregate spe-

cifically to the proximal or distal regions of the

flagella. Features of paralog incorporation and

the formation of proximal-distal asymmetries

are likely applicable to most eukaryotic flagella

and cilia.

We next leveraged the genetic tractability

and the easily recordable motility of trypano-

somatids to systematically test the effect of

each identified protein on parasite swimming.

Using CRISPR-based gene editing, we engi-

neered knockouts (deletions) of each identi-

fied protein in Leishmania mexicana. For each

knockout mutant generated, we used dark-

field videomicroscopy to measure swimming

speed and directionality. Our data reveal a dis-

tinct sensitivity of the inner junction (the join

between A and B tubules) to perturbation, be-

cause genetic deletion of most inner-junction

MIPs caused significantly reduced swimming

speeds. Using a structure-based bioinforma-

tics approach, we show that this region is home

to a core set of MIPs that are present in all

organisms with motile flagella, highlighting

the importance of this region for motility.

CONCLUSIONS: Our structural analysis has re-

solved the species-specific specializations of

trypanosomatid doublet microtubules in mo-

lecular detail, thereby enhancing our under-

standing how axonemal microtubules become

patterned and diversified by MIPs. By system-

atically evaluating the contribution of each

structure-verified protein to flagellar motility,

we demonstrate the singular importance of

the inner junction to proper motility. This

integrative approach, combining structural

analysis with comprehensive genetic knock-

out, promises to unveil the conserved and

trypanosomatid-specific mechanisms that

control flagellar beating.▪
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Structural and functional analysis of trypanosomatid doublet microtubules. Cryo-EM analysis of

doublet microtubules from the flagella of L. tarentolae and C. fasciculata identified 67 distinct proteins,

highlighting the evolutionary adaptations of doublet microtubules that occur in flagellated parasites. A

knockout screen determined the contribution of each protein to swimming behavior, revealing a distinct

sensitivity of the inner junction to genetic perturbations.
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Direct sensing of dietary w-6 linoleic acid
through FABP5-mTORC1 signaling
Nikos Koundouros*, Michal J. Nagiec, Nayah Bullen, Evan K. Noch, Guillermo Burgos-Barragan,

Zhongchi Li, Long He, Sungyun Cho, Bobak Parang, Dominique Leone, Eleni Andreopoulou, John Blenis*

INTRODUCTION: Cancer cells must coordinate

their growth and proliferation with nutrient

availability and metabolic demand. This is

achieved by the mechanistic target of rapa-

mycin (mTOR) complex 1 (mTORC1) signaling

pathway that integrates these extracellular

cues with anabolic processes. Given the role

of mTOR as a central regulator of cell me-

tabolism, understanding how various nutri-

ent inputs influence the signaling dynamics

of this pathway could reveal strategies for in-

tegrating nutritional interventions in a cancer

patient’s journey. This is particularly relevant

in breast cancer, where mTOR signaling is

dysregulated in up to 50% of cases, and dis-

ease incidence is associated with modifiable

factors, such as obesity. At the molecular level,

the evidence linking amino acid and glucose

availability to mTORC1 activity is pervasive,

but the importance of other nutrients is

understudied. These include the essential

polyunsaturated fatty acids (PUFAs) w-6 lin-

oleic acid (LA) and w-3 linolenic acid (ALA),

which cannot be synthesized endogenously in

humans and are only obtained from dietary

sources. Physiologically, w-6 PUFAs are pre-

dominantly associated with the synthesis of

prostaglandins that mediate the inflamma-

tory response, whereas w-3 PUFAs have anti-

inflammatory properties. Nevertheless, the

mechanistic basis for how cancer cells respond

to and use these dietary stimuli—and how they

influence tumor growth and proliferation—

remains poorly understood.

RATIONALE: w-6 LA is the most abundant un-

saturated fat in Western-style diets and is de-

rived from animal products and processed

foods containing vegetable oils, such as saf-

flower oil. Many case-controlled retrospective

and prospective studies have been conducted

that explore associations between w-6 LA in-

take and breast cancer incidence, but the con-

clusions are often contradictory. Adding to

this complexity is breast cancer heterogeneity:

Patients are stratified into four main clinical

subtypes on the basis of expression of hormone

receptors or lack thereof, each with distinct

molecular characteristics and therapeutic sen-

sitivities. Because w-6 LA is an essential nu-

trient,wehypothesized that themTORpathway

senses and is activated by its availability, lead-

ing to increased breast cancer cell prolifera-

tion in a subtype-specific manner.

RESULTS: By leveraging an extensive panel of

breast cancer cell lines and patient-derived

xenograft (PDX) tumors, we observed that

w-6 LA could activate mTORC1 but only in

models of triple-negative breast cancer (TNBC),

which is the most aggressive subtype that lacks

any targeted therapy. We found that levels of

the lipid chaperone fatty acid–binding protein

5 (FABP5) were significantly higher in TNBC

compared with hormone receptor–positive tu-

mors and that FABP5 directly interacted with

mTORC1 to regulate complex formation, sub-

strate binding, and subcellular localization.

Notably, we demonstrated the relevance of

this FABP5-mTORC1 signaling pathway in vivo

by feeding animals a diet enriched for saf-

flower oil that promoted TNBC tumor growth.

FABP5 and w-6 PUFAs appear to trigger a

“perfect storm” of nutrient-driven signaling

events, and both factors are also elevated in

the serum of newly diagnosed TNBC patients.

CONCLUSION: Accumulating evidence suggests

that dietary patterns may influence cancer out-

comes, and there is substantial clinical interest

in understanding the molecular mechanisms

behind these associations to better inform nu-

tritional recommendations. Our findings not

only provide amechanistic explanation for the

heterogeneous responses of distinct breast can-

cer subtypes to dietary fats but also reveal an

important perspective on how interactions be-

tweenw-6 LA intake and breast cancer need to

be studied. Future nutritional studies might

consider stratifying patients on the basis of

FABP5 expression and triple-negative status.▪
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Western-style diet

w-6 LA fuels TNBC growth. A mechanism is revealed through which w-6 LA—the most abundant

polyunsaturated fat in Western diets—activates mTORC1, the main regulator of cell growth. FABP5 links these

two components to form a nutrient-signaling axis that enhances the proliferation of TNBC cells in response to

dietary w-6 LA intake. GbL, G protein beta subunit–like; Raptor, regulatory-associated protein of mTOR.

[Figure created with BioRender.com]
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Identification of antigen-presenting cell–T cell
interactions driving immune responses to food
Maria Cecilia Campos Canesso*, Tiago Bruno Rezende de Castro†, Sandra Nakandakari-Higa†,

Ainsley Lockhart, Julia Luehr, Juliana Bortolatto, Roham Parsa, Daria Esterházy, Mengze Lyu,

Tian-Tian Liu, Kenneth M. Murphy, Gregory F. Sonnenberg, Bernardo S. Reis,

Gabriel D. Victora*, Daniel Mucida*

INTRODUCTION: The intestinal immune system

protects the organism against enteric patho-

gens while maintaining tolerance to dietary

antigens and commensal bacteria. Failure of

such an equilibriummay lead to food allergies,

inflammatory bowel diseases, and increased

susceptibility to infection. Antigen-presenting

cells (APCs) are essential in this process be-

cause they present luminal antigens to naïve

CD4
+
T cells, driving their differentiation into

regulatory [peripheral regulatory T cell (pTreg)]

or inflammatory [T helper (Th) cell] subsets—

the drivers of immune tolerance and protec-

tion, respectively. However, it remains unclear

how these antagonistic T cell outcomes can be

induced independently in a manner that sup-

ports the simultaneous induction of tolerogenic

and inflammatory reactions to the appropriate

antigenic stimuli.

RATIONALE: Tolerance to food requires the gen-

eration of pTregs specific for dietary antigens;

various APC subsets, including the conventional

dendritic cell (cDC) subsets cDC1 and cDC2, as

well as the emerging family of Rorgt
+
APCs,

have been implicated in this process. Given

the high density and diversity of luminal anti-

gens constantly available in the gut, elucidat-

ing themechanisms bywhich APCs induce the

differentiation of pTreg or Th cells in vivo re-

mains a long-standing challenge, whose solution

requires the ability to identify, characterize, and

locate the exact APCs engaged in each of these

activities. To address this, we used LIPSTIC

(Labeling Immune Partnerships by SorTagging

Intercellular Contacts), a proximity labeling

method that enables the identification of APCs

actively presenting an antigen of interest in vivo.

Using LIPSTIC, we sought to identify which

APCs present dietary antigens under toleriz-

ing conditions and to determine how enteric

infections affect such presentation to disrupt

oral tolerance.

RESULTS: By adapting LIPSTIC for use in the

intestine, we were able to identify and charac-

terize individual APCs involved in priming food-

specific CD4
+
T cells in gut-draining lymph

nodes (gLNs). Functional experiments and

genetic approaches showed that at steady state,

migratory cDC1s and Rorgt
+
APCs were effec-

tive at inducing pTreg differentiation. However,

helminth infections, particularly Strongyloides

venezuelensis (S.v.), led to a substantial decrease

in the ratio of tolerogenicAPCs (cDC1s andRorgt
+

APCs) to inflammatory APCs, primarily cDC2s.

This shift in APC populations led to reduced

food-specific pTreg generation and disruption in

oral tolerance induction. Interaction-based tran-

scriptomics showed that although an inflamma-

tory subset of cDC2s expanded during helminth

infection, theseDCswere not engaged in the pre-

sentation of dietary antigens and thus failed to

induce differentiation of diet-specific Th2 cells.

CONCLUSION: Our data indicate a division of

labor between different APC subsets in the pre-

sentation of luminal antigens. pTreg generation

and the establishment of oral tolerance were

both associated with dietary antigen presenta-

tion by cDC1s and Rorgt
+
APCs. Helminth in-

fections impaired oral tolerance induction by

excluding these tolerogenic APCs from antigen

presentation to food-specific CD4
+
T cells, while

inducing a large population of inflammatory

cDC2s that did not engage in dietary antigen

presentation. These findings reveal a compart-

mentalized system in which presentation of

dietary and pathogen-derived antigens is ac-

complished by distinct APC subsets, likely as a

mechanism to prevent food-specific Th2 re-

sponses even amid strong type 2 immunity

driven by helminth infection.▪
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Compartmentalized presentation of dietary versus pathogen-derived antigens by distinct APCs.

APCs instruct T cells to differentiate into regulatory (pTreg) and effector (Th) subsets. Using LIPSTIC, we

found that at steady state, cDC1s and Rorgt+ APCs both presented dietary antigens, resulting in the induction

of pTregs and oral tolerance. Strongyloides venezuelensis infection abrogated dietary antigen presentation

by these APCs, impairing oral tolerance. Inflammatory helminth Th2-inducing cDC2s did not present dietary

antigens, avoiding food-specific Th2 responses. [Figure created with BioRender.com]
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Tunneling nanotube–like structures regulate distant
cellular interactions during heart formation
Lianjie Miao, Yangyang Lu, Anika Nusrat, Guizhen Fan, Shaohua Zhang, Luqi Zhao, Chia-Ling Wu,

Hongyan Guo, Trang Le Nu Huyen, Yi Zheng, Zhen-Chuan Fan, Weinian Shou, Robert J. Schwartz,

Yu Liu, Ashok Kumar, Haixin Sui, Irina I. Serysheva, Alan R. Burns, Leo Q. Wan, Bin Zhou,

Sylvia M. Evans, Mingfu Wu*

INTRODUCTION:Heart development is a highly

orchestrated process dependent on dynamic

interactions between themyocardium and the

endocardium. The two layers are separated by

a noncellular matrix called cardiac jelly and

communicate through signaling pathways in-

volving membrane-bound receptors and li-

gands. However, themechanisms enabling such

signaling interaction over physical distances

remain poorly understood. In thiswork,we char-

acterized tunneling nanotube–like structures

(TNTLs), which we found physically connect-

ing cardiomyocytes (CMs) in the myocardium

to endocardial cells (ECs) in the endocardium.

These structures likely help to facilitate long-

distance intercellular communication essen-

tial for heart formation.

RATIONALE: Heart formation relies on precise

signaling interactions between themyocardium

and endocardium, particularly during trabec-

ular development. Signaling pathways, such as

Notch1, Vegf, and Nrg1, have ligands and recep-

tors segregated across these two cardiac layers.

The mechanisms enabling these long-distance

interactions across the intervening cardiac jelly

are unclear. We hypothesized that TNTL struc-

tures exist between the cardiac layers and could

mediate intercellular long-distance communica-

tion in the developing heart, allowing for the

transport of signaling molecules and cytoplas-

mic proteins between them.

RESULTS: We used genetic labeling, contact-

tracing techniques, and advanced imaging to

demonstrate the existence of TNTLs in mouse

embryonic hearts. These TNTLs extended from

CMs to ECs across the cardiac jelly, establishing

direct connections that enable signal transduc-

tion and cytoplasmic protein transfer.

TheTNTLswere identified in theheart through

the genetic labeling of cellular protrusions. Dur-

ingmouse development TNTLswere shown to

formbetweenCMsandECs as early as embryonic

day 8.0. The filamentous structures inside TNTL

were characterized by three-dimensional imag-

ing and the reconstruction of the electron mi-

croscopy (EM) and cryo-EM images.

The TNTLs contained actin filaments, and

TNTL formation depended on actin polymeri-

zation. The presence of actin filaments in TNTLs

was confirmed in a transgenic mouse line that

could label actin filaments with a fluorescent

marker. Inhibiting actin polymerization chem-

ically or by ablating the small guanosine tri-

phosphatase, Cdc42, eliminated TNTLs.

TheTNTLswere involved in regulatingNotch1

signaling and other signaling pathways. TNTLs

were sufficient to activate Notch1 signaling in

ECs, with ligands fromCMs transported through

these microstructures to ECs. Loss of TNTLs re-

sulted in reduced Notch signaling and other sig-

naling pathways. TNTLs were able to transport

signalingmolecules, cytoplasmic proteins, and

trafficking vesicles, underscoring their role as

conduits for intercellular communication.

The TNTLs were essential in cardiacmorpho-

genesis. Disruption of TNTLs in embryonic hearts

resulted in impaired ventricular wall morpho-

genesis, evidenced by loss of trabeculae and

defective myocardial growth.

CONCLUSION: In thiswork,we identifiedTNTLs

as a critical mechanism for long-distance inter-

cellular communication during heart devel-

opment. These actin-rich structures physically

bridge the myocardium and endocardium, al-

lowing for the efficient exchange of signaling

molecules necessary for trabecular formation

and ventricular wall morphogenesis. Disrup-

tion of TNTLs compromises these interactions,

highlighting their essential role in heart pat-

terning. This work provides insights into mech-

anisms of cellular communication and suggests

that TNTL formation might help cells to reg-

ulate long-distance cell-cell communication

and modulate tissue patterning inmammalian

systems. Future research should explore themo-

lecular machinery governing TNTL formation,

the structural basis of the interface between

TNTLs and endocardial cells (see summary

figure), the molecular mechanism of protein

trafficking inside the TNTL, the potential func-

tions of cytoplasmic protein transfer between

myocardium and endocardium during heart

formation, and the potential therapeutic im-

plications of modulating these structures in

congenital heart defects and heart failure.▪
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Excited-state configuration of nitroarenes enables
oxidative cleavage of aromatics over alkenes
Wesley J. Olivier1†, Piotr Błyszczyk1†, Enrique M. Arpa1, Kenshiro Hitoshio1,

Miguel Gomez-Mendoza2, Víctor de la Peña O’Shea2, Isabelle Marchand3, Thomas Poisson3,

Alessandro Ruffoni1,4*, Daniele Leonori1*

The ozonolytic deconstruction of aromatics remains a challenge in organic chemistry. Ozone

preferentially reacts with alkenes over arenes, meaning that once the initial aromatic cleavage occurs,

the dearomatized products are inherently more reactive than the starting materials. Consequently,

the process cannot be halted, resulting in full oxidation. Addressing this challenge requires subverting

intrinsic rules of chemoselectivity to transform a less reactive substrate in the presence of a more

reactive one. We demonstrate that this concept can be achieved by using photoexcited nitroarenes. Crucial

to the success of this chemoselective process is the use of a nitroarene that is preferentially excitable to a

triplet p,p* state over the n,p* state. This switch in excited-state configuration provides an otherwise

inaccessible manifold, in which oxidative cleavage is diverted toward aromatics in the presence of alkenes.

T
he expeditious construction of organic

molecules is reliant on our ability to con-

trol chemical reactions. Chemoselectivity,

in contrast to other forms of selectivity

(e.g., stereoselectivity, regioselectivity), is

attained when a reactant preferentially targets

one functional group over others. High levels

of chemoselectivity are generally achieved by

exploiting electronic and/or steric effects along

a reaction path, as well as other molecular pa-

rameters like pKa and redox potentials (1–3).

However, a challenge arises when intrinsic re-

activity patterns need to be subverted to selec-

tively target a less reactive functionality in the

presence of more reactive ones (4). In these

cases, multistep approaches based on protec-

tion or deprotection (and/or oxidation and re-

duction) sequences are often the only viable

option (1, 5).We demonstrate that switching of

the electronic configuration of an excited-state

reactant can be used to control the chemose-

lectivity of a chemical reaction. Specifically, this

blueprint has been used to divert the reactiv-

ity of photoexcited nitroarenes away from

alkenes, to enable chemoselective “ozonolysis-

like” deconstruction of less reactive aromatics.

Aromatic hydrocarbons are produced on a

ton scale from petroleum feedstock and then

converted into high-value materials (6). Most

chemical transformations applied to aro-

matics are based on the introduction or the

manipulation of functionalities on their pe-

riphery (7). Though diverse in terms of mech-

anistic and synthetic features, these reactions

leave the aromatic unit intact. A desirable but

overlooked strategy would be to disrupt the

aromatic system while introducing function-

alities in a selective and predictable manner.

Some dearomative methodologies are estab-

lished (e.g., hydrogenation), but they usually

keep the cyclic skeleton intact (8–13). The pos-

sibility of disrupting the aromaticity while also

breaking the cyclic framework is much less

developed but could open paths to high-value

materials with diverse and orthogonal reac-

tivity for further elaboration (14–16).

Despite attractive synthetic potential, the de-

velopment of any dearomative strategy is lim-

ited by twomain factors: (i) The high resonance

stabilization that characterizes aromatic mole-

cules makes them comparatively unreactive (17)

and (ii) consequently, any chemical reagent that

overcomes this inertness is inherently more

prone to react with the products as they do not

possess the initial stabilization energy (18). This

often leads to unwanted and uncontrolled side

or overreactions that limit synthetic potential

and applicability. A classic example is arene

ozonolysis, in which the intermediate unsat-

urated products are several orders of magni-

tude more reactive than the starting aromatic

molecule. This generally leads to complete

overoxidation whereby an aromatic group be-

comes a synthon for a carboxylic acid func-

tionality and many of the initial carbon atoms

are transformed into synthetically unusable

by-products (Fig. 1) (19, 20).

We have recently developed a strategy where-

by nitroarenes, upon simple visible-light irra-

diation, can be used as ozone surrogates for

the oxidative cleavage of alkenes (21). Photo-

excitation of these materials populates the

lowest-lying triplet state, which has n,p* charac-

ter and engages in a step-wise [3+2]-cycloaddition

with pC═Cbonds (21–23). In contrast to standard

ozonolysis intermediates which pose explosion

risks, “N-doped” ozonides (1,3,2-dioxazolidines)

are stable chemicals that can be accumulated,
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Fig. 1. A chemoselec-

tivity challenge in

ozonolysis. The ozonolysis

of aromatics is difficult

to control because the

initial dearomative cleav-

age generates a more

reactive substrate. This

work explores the use of

triplet nitroarenes to

address this chemoselec-

tivity challenge through

a “N-doped”-ozonide.
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stored, and converted into carbonyl products

by heating under hydrolytic conditions (21). A

salient conclusion of our study was that ra-

tional modifications of the nitroarene substitu-

tion pattern enable modulation and, ultimately,

control of their reactivity. We therefore became

interested in understanding whether appro-

priate tuning could provide a solution to the

outstanding challenge of aromatic ozonolysis.

Considering 1-OMe-naphthalene 1a as themod-

el electron-rich aromatic, we envisaged that a

photochemical [3+2]-cycloadditionmight pro-

vide access to “N-doped” ozonide 1b for C–C

cleavage to product 1c (Fig. 1). We expected

that the ability of photoexcited nitroarenes

to discriminate between electron-rich versus

electron-poor olefins would effectively insulate

1c from additional oxidation. However, it was

difficult to anticipate which key features of the

nitroarene would have prevented further reac-

tivity on electron-rich olefin intermediate 1b.

Nonetheless, we hoped that nitroarene screen-

ing would ultimately provide a solution to this

challenge. Pioneering work from Saito hinted

thatphotoexcitednitroarenes couldbeemployed

to achieve oxidative arene cleavage (24–26). In-

deed, they reported that Hg-lamp irradiation

of benzene solutions of electron donor-acceptor

(EDA) complexes, formed between an electron-

poor nitroarene and a small number of highly

electron-rich arenes, led to oxidative cleavage.

However, the yields for this method were gen-

erally low and afforded mixtures containing the

fully oxidized aromatic, akin to ozonolysis, thus

not addressing the issue of selective aromatic

ozonolysis over alkenes (see supplementary ma-

terials section 5.2).

We started our investigationby evaluating the

reactivity of several nitroarenes (N1 to N10)

with 1a (Fig. 2, A and B). The solvent (CH2Cl2)

and temperature (−65°C) for this screening

were selected following full reaction optimiza-

tion (see supplementary materials section 6 for

details). According to our previous work, placing

electron-withdrawing substituents on the nitro-

arene amplifies its excited-state electrophilic

character and ensures efficient oxidative cleav-

age of alkenes (21). However, this paradigm did

not translate to the reaction with 1a and only

starting material was recovered using highly

electron-poor N1. Notably, decreasing the elec-

trophilic character of the nitroarene started to

produce viable results for oxidative cleavage,

leading to the selective formation of ortho-

substituted benzoate 1c. Depending on the

nitroarene employed (N2 to N10), this reac-

tion occurred in moderate-to-good yields, had

high mass recovery, and resulted in no other

detectable by-products.

This unexpected and counterintuitive find-

ing motivated us to test the intrinsic reactivity

of N1 to N10 on cyclooctene 1d. As expected,

decreasing the nitroarene electrophilic char-

acter diminished the cleavage efficiency, which

clearly contrasts with the outcome obtained on

1a. Furthermore, we failed in our attempts at

correlating these two reactivity profiles (aro-

matic versus alkene cleavage) with the electronic

properties of the nitroarenes [e.g., Hammett

s coefficients (27), see also supplementary ma-

terials section 4.4.3] (Fig. 2C). This was partic-

ularly evident in the unexpected and completely

orthogonal reactivity ofN1 andN8 that seemed

able to discriminate between aromatic versus

alkene and vice versa.

As it was difficult to rationalize these two

chemoselective outcomes purely on the basis

of ground-state parameters, we considered the

nature of the excited states of the nitroarenes,

specifically by calculating the triplet energies

and the excited-state reduction potentials for

N1 toN10 (see tables S4 and S3, respectively).

Notably, these parameters also did not appear

to correlate with the efficiency of aromatic ver-

sus alkene cleavage. Furthermore,N8was found

to possess the lowest triplet energy (60.5 kcal

mol
−1
) and excited-state reduction potential (E*red

+1.31VversusSCE inCH2Cl2) of all thenitroarenes

evaluated, meaning that an adequate explana-

tion for its high reactivity with 1a remained

elusive.

These findings lead us to speculate that the

configuration of the lowest-lying triplet excited

state might in fact be the key aspect control-

ling alkene versus aromatic cleavage. As dis-

cussed above, N1 populates, after intersystem

crossing (ISC), a short-lived (t ~ ps) triplet state

with n,p* character (28) in which the excited

state is localized on the nitro group and can be

represented as a di-O-radical species. Our cal-

culations indicate that its p,p* triplet state is

less stable, lying 16.6 kcal mol
−1
above the n,p*

state (Fig. 2D, left) (29–31). By contrast, N8

populates a p,p* triplet state, which is longer

lived (t ~ 1.9 ms, see below), and features deloca-

lization of the excited state over the entire

p-system (Fig. 2D, right) (32). Crucially, its n,p*

triplet state is 5.6 kcal mol
−1
higher in energy.

The difference of up to six orders of mag-

nitude in the N8
3
p,p* and N1

3
n,p* excited-

state lifetimes can be understood in terms of

the accessibility of theminimum-energy cross-

ing points (CX) that connect these states with

the ground state (S0), allowing nonradiative

deactivation (33) (fig. S13). For N8, we found

that the
3
p,p*/S0 CX is characterized by the

out-of-plane motion of the NO2 group (fig. S13).

Thismajor change in geometry raises the energy

of this CX which is separated from the
3
p,p*

minimum by > 20 kcal mol
−1
. Therefore, the

most plausible relaxation pathway for theN8
3
p,p* state involves back-internal conversion to

the
3
n,p* state in a contra-thermodynamic sense

(
3
p,p*→

3
p,p*/

3
n,p*→

3
n,p*→

3
n,p*/S0; 11.5

kcal mol
−1
, fig. S13). Conversely, the

3
n,p*/S0

CX for N1 involves no relevant geometry de-

formations, and lies much closer to the
3
n,p*

minimum (~8 kcal mol
−1
).

We then calculated the difference in energy

between both triplet configurations [E(p,p*) −

E(n,p*)] for all nitroarenes used and compared

these values with the 1a versus 1d cleavage ef-

ficiency. Notably, a clear reactivity trend was

now observed by ordering the nitroarenes on

the basis of their excited-state triplet energy

gaps. This outcome provides an experimental

guideline whereby excited-state species fea-

turing strong n,p* contributions lead to high

reactivity with alkenes, whereas progressive

lowering of the p,p* energy level diverts cleav-

age toward aromatics.

Perhaps themost notable implication of these

results is that modulation of the population of

nitroarene excited states might now enable

chemoselective ozonolysis-like cleavage of aro-

matics in the presence of alkenes and vice

versa.We evaluated this proposal by preparing

a series of O-alkylated 1-naphthols containing

terminal (2a) as well as increasingly more re-

active E-disubstituted (3a), trisubstituted (4a),

and styrenyl (5a) olefins. UsingN8we obtained

2c to 5c as the sole products, with essentially

identical yields and mass balances (50 to 56%)

as the model substrate 1a, consistent with full

chemoselectivity. Likewise, N1 enabled chemo-

selective alkene cleavages, affording 2e to 5e as

the only products with excellent mass balances

(>90%, see supplementary materials section 10

for full details). It is important to note that

although targeting of the more reactive alkene

in the presence of electron rich aromatic might

be possible usingO3under careful reactionmoni-

toring, there are currently no synthetic methods

able to selectively target the less reactive aromatic.

This constitutes an example of “excited-state–

controlled chemoselectivity”whereby the degree

of delocalization of the excited-state over the

nitroarene dictates selectivity, overriding stan-

dard reactivity patterns in oxidation chem-

istry. In stark comparison, the use of other

nitroarenes with intermediate triplet energy

gap values (e.g., N3), led to mixtures of pro-

ducts due to nonselective aromatic and alkene

oxidation (see supplementary materials sec-

tion 5.1).

Mechanistic studies

Having identified conditions tooxidatively cleave

aromatics over alkenes, we became interested in

elucidating specifics of the reaction mechanism.

First, UV/Vis absorption spectroscopy studies

confirmed that there is no EDA complex built

up betweenN1 orN8 and either 1a or 1d. No-

tably, the use of a nitroarene reagent favoring

formation of an EDA complex with 1a (see sup-

plementary materials section 4.3.1) led to com-

plete aromatic decomposition with no traces of

1c. This suggests that electron-poor nitroarenes

capable of ground-state complexationandphoto-

induced electron transfer have a deleterious

impact on the development of this reactivity.

Upon purple light irradiation, N8 populates
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the p,p* triplet excited state (
3
N8) that can be

detected by transient absorption spectroscopy

(laser-flash photolysis) (32, 34, 35). This spe-

cies has a lifetime of t = 1.9 ms under air-free

conditions (CH2Cl2), and Stern-Volmer analy-

sis with 1a revealed a quenching constant kq =

3.45 ± 0.05 × 10
9
M
−1
s
−1
whichmeans a quench-

ing rate approaching diffusion (fig. S19). Im-

portantly, the ability of
3
N8 to discriminate

between aromatics and alkenes was further

corroborated by the fact that no excited-state

quenching was observed in the presence of 1d

(fig. S20).

We computationally located a transient com-

plex formed between
3
N8 and 1a, held together

Fig. 2. Reaction optimization. (A) Oxidative cleavages of 1a and 1d using nitroarenes. (B) Nitroarenes tested and their ground- and excited-state properties.

(C) Nitroarene performance in the cleavage of 1a and 1d on the basis of Hammett s values. (D) Excited-state configuration of N1 and N8 in CH2Cl2. (E) Nitroarene

performance in the cleavage of 1a and 1d on the basis of calculated E(p,p*)–E(n,p*) values (kcal mol−1). (F) Chemoselective oxidative cleavage of alkenes over

aromatics and vice versa. Isolated yields are reported.
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by weak dispersion forces (see supplementary

materials section 4.3). From this excited-state

encounter complex, the formation of “N-doped”-

ozonide 1b can occur through two pathways

depending on the initial site of C–O bond for-

mation. Hence, reaction at C1 would lead to trip-

let biradical 1f1 whereas addition to C2 provides

isomeric species 1f2. Either can then undergo

ISC followed by cyclization to 1b. Our compu-

tational studies demonstrated that both path-

ways ([
3
N8•1a] → 1f1 and [

3
N8•1a] → 1f2)

are equally feasible (DE
‡
~ 3 kcalmol

−1
) and that

the final transformations to 1b are respectively

barrierless.

Since
3
N8 has p,p* configuration, we were

interested in understanding how the initial

C–O bond formation takes place as the NO2

group does not have a di-O-radical character.

According to our computational studies, photo-

excitation leads to a polarization of the nitro-

arene and intramolecular charge transfer occurs

from the dimethoxybenzene unit to the nitro

group (36). Upon encountering 1a, a transfer of

electron density from the naphthalene ring to

the aromatic ring moiety of
3
N8 occurs at an

early stage of the reaction coordinate, prior to

the formation of the first C–O bond (at C–O =

2.65 Å). This process imparts 1a with a partial

positive charge and the nitro group of
3
N8with

a partial negative charge thereby facilitating

the formation of the first C–O bond.

We propose that the ability of
3
N8 to chemo-

selectively react with aromatics (1a) and not

alkenes (1d) is the result of several factors. First,

since
3
N8 does not have n,p* configuration, a

radical-like [3+2]-cycloaddition cannot occur.

Therefore, alkenes must react with
3
N8 in a

manner analogous to 1a. However, they will

provide substantially less stabilization by dis-

persion forces and the charge transfer will be

energetically more costly, consistent with the

generally higher oxidation potentials of alkenes

[E
ox
(1d) = +2.27 V versus SCE in CH3CN] com-

pared with electron-rich aromatics [E
ox
(1a) =

+1.27 V versus SCE in CH3CN].

The overall implication of this reactivity pro-

file is that
3
N8 is intrinsically biased to address

the key challenge in aromatic ozonolysis. In-

deed, since it is primed to react with aromatics

and not alkenes, once the “N-doped” ozonide 1b

is generated, there is no excited- or ground-state

oxidant available for any further oxidative cleav-

age. This effectively suppresses any potential

side reactions as generally observed using O3.

A question remains regarding the chemo-

selective behavior of
3
N8 versus

3
N1: specifical-

ly, why the p,p* configuration leads to aromatic

cleavage but the n,p* does not. BothC1 andC2of

1a undergo a change in hybridization (sp
2
→

sp
3
), which leads to partial dearomatization of

the naphthalene core. This process is energet-

ically demanding and must occur regardless

of the configuration of the triplet nitroarene.

Crucially, since
3
N8 possesses p,p* configura-

tion, its excited state is delocalizedover the entire

(4n+2)p system,whichmeans it is antiaromatic

according to Baird’s rules (37). Hence, reac-

tion with 1a should allow
3
N8 to regain ar-

omatic character and this stabilizing effect

could compensate for the energetic demand of

the dearomatization of 1a. We tested this hy-

pothesis by tracking the variation of the nucleus-

independent chemical shift (NICS) values along

the reaction coordinate. We found that in the

same region where the charge transfer takes

place, there is full relief of excited-state anti-

aromaticity for
3
N8whereas 1a becomes non-

aromatic (38–40). By contrast, the excited state

of
3
N1 is localized over the NO2 group, which

leaves the electron density of the phenyl ring

unperturbed and preserves its Hückel aroma-

ticity. Thus, the reaction between
3
N1 and 1a

lacks the energy compensation provided by

the rearomatization of the nitroarene. We also

note that the substantially shorter lifetime of

the n,p* triplet state may be an additional fac-

tor that contributes toward reaction ineffi-

ciency. However, no reactivity takes place after

prolonged reaction times. Overall, we propose

this reactivity mode and its chemoselectivity

outcome to be dependent on the electronic na-

ture of the nitroarene lowest-energy triplet state

and ultimately driven by relief of excited-state

antiaromaticity (29, 30).

A further element of mechanistic investiga-

tion deals with the final conversion of 1b into

the ortho-functionalized benzoate 1c. In our

previous work on the oxidative cleavage of al-

kenes, we identified “N-doped” ozonides to be

stable chemicals requiring thermal hydrolysis

to generate the desired carbonyl products (21).

It was therefore surprising that the reaction

between N8 and 1a did not lead to the forma-

tion of 1b, but directly provided 1c without the

need for H2O and at a low temperature. We were

unable to detect 1b using low-temperature

(−65°C)
1
H NMR spectroscopy, but supporting

evidence for the formationof 1,3,2-dioxazolidines

was obtained by reactingN4 with 1a. This spe-

cies led to 1b′ which was stable in solution at

−65°C and at room temperature for 1 to 2 hours,

thus enabling characterization by
1
H and

13
C

NMR spectroscopy, high-resolution mass spec-

trometry, and UV/VIS absorption spectroscopy

(see supplementary materials section 4.4.6). Our

calculations indicated that a thermal retro-[3+2]

cycloaddition of 1b involves a prohibitively high

barrier of ~25 kcal mol
−1

at −65°C (see supple-

mentary materials section 4.5.3). However, ther-

mal conversion of 1b′ to 1c did occur slowly

at room temperature in the absence of H2O.

Furthermore, the formation of 1c was also

observed under anhydrous conditions at −65°C

with light irradiation (Fig. 3J). Hence, we pro-

pose that a different mechanism to the one ob-

served for alkene cleavage might be operative

for the final cycloreversion. Specifically, we con-

sidered the possibility that 1bmight evolve into

1c through a photochemically initiated nitrene

extrusion. Perhaps the most relevant readout

for such a process in the absence of H2O, is that

both O-atoms in 1c come from the nitroarene.

Hence, we prepared bis-
18
O-labeled N8 which

led to full
18
Oincorporation at both the ester and

the enal sides, strongly supporting nitrene ex-

trusion as the mechanism. We tentatively pro-

pose that photoexcitation of 1bmight lead to a

stepwise [3+2]-cycloreversion, giving 1c and a

nitrene byproduct (see supplementary mate-

rials section 4.5.3). Overall, although the oxi-

dative cleavages of alkenes and aromatics might

look related, the switch in triplet nitroarene

excited-state configuration (n,p* versus p,p*)

translates to fundamental differences in es-

sentially every mechanistic aspect (see supple-

mentary materials section 4.8).

Substrate scope exploration

With conditions in hand for the photochem-

ical deconstruction of aromatics we investigated

the scope of the process (Fig. 4). We started by

modulating the nature of the O-substituent on

the 1-naphthol core. The processwas compatible

with Oi-Pr (7a) and OBn (6a) derivatives, thus

demonstrating tolerance of steric hindrance and

HAT-activated (H-atom transfer) positions. In

terms of limitations, OAc (8a) and unprotected

phenol (9a) derivatives could not be used. The

presence of a C2-alkyl group was compatible

giving ortho-enone 10c.

C4-substituted 1-MeO-naphthalenes were

screened next and we demonstrated compat-

ibility with a broad range of substituents span-

ning OMe (12a), HAT-activatedMe group (13a)

(41), Ph (14a), all halogens (15a to 18a), and,

notably, electron-withdrawing CN (19a) and

ester (20a). These b-functionalized enals deri-

vatives underpin a class of largely unknown

derivatives.

We thenmoved onto screening C8-function-

alized derivatives that enabled the preparation

of ortho,ortho-disubstituted benzoates (21c and

22c), a class of synthetically challenging deriv-

atives for both electrophilic aromatic substitu-

tion (SEAr) and C–H activation. The chemistry

was also applied on an extended phenanthrene

derivative (26a) that gave the ortho,ortho’-

biphenyl 26c.

We then became interested in evaluating the

reactivity of 2-OMe-naphthalene 25a as oxida-

tive cleavage could take place across C1 to C2

or C2 to C3. Deconstruction occurred selec-

tively across C1 to C2 delivering, in good yield,

25cwhich features the opposite disposition of

ester and aldehyde functionalitieswith respect

to 1c. The ability of 25a to interact with
3
N8

was also studied by transient spectroscopy

and this revealed the bimolecular quenching

process to be ~1 order of magnitude slower

than the one observed for 1a (kq(25a): 5.3 ±

0.1 × 10
8
versus kq(1a): 3.45 ± 0.05 × 10

9
M
−1
s
−1
).

This kinetic outcome suggests that site selectivity
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Fig. 3. Mechanistic studies. (A) Proposed reaction mechanism for the oxidative

cleavage of 1a; Ar = 3,4(OMe)2-C6H3. (B) Transient absorption spectra for N8 in

deaerated CH2Cl2 (lexc = 355 or 390 nm). (C) Transient absorption spectra for N8 in

deaerated CH2Cl2 (lexc = 355 or 390 nm) upon addition of 1a (500 mM). (D)

Normalized transient decay traces for N8 in deaerated CH2Cl2 (lexc = 355 or 390

nm) monitored at 395 or 490 nm upon addition of increasing amounts of 1a. In all

cases, the decays were fitted to a monoexponential function. (E) Corresponding

Stern-Volmer plot. All goodness-of-fit (R2) values exceed 0.983 (see fig. S19 for

further information). The obtained Kq value was 3.45 ± 0.05 × 109 M−1 s−1.

(F) Representation of the M06-2X/cc-pVTZ/SMD(DCM)//M06-2X/cc-pVDZ ground

(S0) and lowest-lying triplet (T1) states for the cycloaddition reaction between 1a

and N8. (G) Variation of the partial NBO charges of different molecular fragments

along the [3N8•1a] → 1b reaction coordinate. (H) Variation of the NICSzz(1)

values for N8 and 1a along the reaction coordinate. (I) 18O-Labeling experiments.

(J) Formation and decomposition of 1,3,2-dioxazolidine 1b′; Ar = 3,5(OMe)2-C6H3.

See supplementary materials section 4 for full experimental details.
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might be achieved in the cleavage of naphtha-

lenes containing two different OMe groups. This

was evaluated using 27a and 28a. The selec-

tive formation of 27c and 28c demonstrates

that cleavage across C1 to C2 occurs preferen-

tially with respect to either C5 to C6 or C7 to

C8. Furthermore, the strong preference for

1-MeO versus 2-MeO-naphthalene cleavage

was also confirmed by the formation of 29a

in which C1 to C2 cleavage takes place in the

presence of a potentially deactivating C4-ester

functionality.

Since alkylated 1- and 2-naphthols are often

encountered in the core structure of many com-

mercialmedicines,wedecided to benchmark the

chemistry in the oxidative deconstruction of com-

plex and high-value materials. The blockbuster

drugs napropramide (30a), (S)-dapoxetine (31a),

Fig. 4. Oxidative cleavage of naphthalenes and bicyclic azines. General reaction conditions: arene (1.0 equiv.), N8 (5.0 equiv.), CH2Cl2 (0.1 M), −65°C, Kessil

LEDs (l = 390 nm). Isolated yields are reported. See supplementary materials sections 1 and 10 for full experimental details. The mass balance for the scope varies

from good to excellent, see supplementary materials section 10 for more information.
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and propanolol (32a, Boc-protected) feature

amide, tertiary, and secondary amines as well

as free alcohol functionalities, and gave 30c

to 32c in good yields. Although the chemis-

try tolerated the presence of a free OH group,

highly electron-rich tertiary amines required

protonation, presumably to protect against

oxidation by the nitroarene. Secondary amines

were tolerated under the reaction conditions

but also Boc-protected to aid with purification

of the amino-aldehyde. Duloxetine (33a) con-

tains a highly HAT-activated position (benzylic

and a-O) as well as a thiophene ring that would

not be compatible underO3. This substrate, upon

N-Boc protection, gave 33c in moderate yield.

Fig. 5. Oxidative cleavage of anisoles, indoles, and pyrroles. General reaction conditions for anisoles and pyrroles: arene (1.0 equiv.), N8 (4.0 to 5.0 equiv.),

CH2Cl2 (0.01 M), −65°C, Kessil LED (l = 390 nm). General reaction conditions for indoles: indole (1.0 equiv.), N8 (5.0 equiv.), CH2Cl2 (0.1 M), −20°C, Kessil

LED (l = 390 nm). See supplementary materials sections 1 and 10 for full experimental details. The mass balance for the scope varies from good to excellent; see

supplementary materials section 10 for more information.
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Finally, the 2-MeO-naphthalene–based na-

proxen methyl ester (34a) was deconstructed

into 34c, which can be further functionalized

to explore additional chemical space around

the aromatic core. Though naphthalene could

not be engaged in the process, we successful-

ly cleaved its 1-Me derivative 35a albeit in

low yield.

Quinoline and isoquinoline are too deacti-

vated to react with
3
N8 but the introduction

MeO-groups in their benzenoid rings enabled

efficient cleavage to ester- and enal-containing

pyridines (36c to 38c). The synthetic value of

this approach was further demonstrated with

the commercial quinoline 39a and acridine

40a that provided tetrasubstituted pyridine

39c and trisubstituted quinoline 40c in good

to moderate yields. Accessing polyfunctional-

ized azines is often challenging, and this meth-

od introduces a straightforward retrosynthetic

tactic for the expeditious preparation of these

materials.

We then tested this approach in the cleavage of

anisoles (fig. 5). We anticipated this to be much

more challenging considering the higher sta-

bilization energy of these derivatives (17). None-

theless, although anisole could not be used, we

successfully engaged 1,2- and 1,4-dimethoxy-

benzenes 41a and 42a in low and moderate

yield, respectively. In this case, the cleavage

products 41c and 42c represent a previously

unknown class of push-pull dienes thatmight

find application in Diels-Alder cycloaddition

chemistry. The reactivity of 42a with
3
N8 was

also investigated by transient spectroscopy that

confirmed a considerably lower quenching per-

formance (kq= 1.8 × 10
8
M
−1
s
−1
), which is in line

with the increasingly challenging nature of the

process and the experimental outcome. We also

evaluated other derivatives based on the 1,4-

hydroquinone core. 43a further highlighted

the compatibility of the system toward HAT-

labile positions even in the presence of a de-

rivative, which is inherently more difficult to

dearomatize. 44a and the drug pyriproxyfen

(45a) are two unsymmetrical substrates featur-

ing epoxide functionality and 2-hydroxypyridine

functionalities, respectively. In these two cases,

oxidative deconstruction took place but non-

selectively, delivering two isomeric dienes (44c

and 44c′; 45c and 45c′).

As an additional element of substrate scope,

we attempted the deconstruction of electron-

rich azoles. Indoles could be efficiently cleaved

across C2 to C3 giving the corresponding ortho-

formamide-containing benzaldehydes. Although

this reactivity is synthetically related to that of

singlet oxygen (42), ourmethod enabled use of

N-Me, -Bn, and -Boc derivatives (46c to 48c)

as well as substrates featuring substitutions at

either C3, C5, C6, andC7 (49a to 56a). The chem-

istry was also applied to an azaindole derivative

(59a) which gave pyridine 59c and the struc-

turally complex melatonin (57a), pindolol (58a)

(both Boc-protected), and nicergoline (61a). No-

tably, despite the indole core being electron rich,

use of N8 and N1 also enabled chemoselective

aromatic versus olefin cleavage on68a and69a.

Finally, we aimed to apply the method to the

deconstruction of pyrroles, for which there are

no general methods for cleavage across C2 to

C3, and which often undergo uncontrolled de-

composition under oxidative settings (43). The

reactivity was extended to both N-Boc and N-

aryl derivatives (62a to 65a), including the

blockbuster drug ilaprazole (67a). This further

demonstrated tolerance toward benzimidazole

and electron-rich pyridine rings as well as oxi-

dable sulfoxide functionality. The unsymmetrical

N-Boc-2-aryl derivative 66a underwent cleavage

with good selectivity across the less-substituted

C4 to C5 side giving 66c as the major product.

Conclusions

The ozonolysis of aromatics is a classical ex-

ample of when formation of an intrinsically

more reactive product leads to over-oxidation

and therefore limited synthetic versatility. The

results presenteddemonstrate that photoexcited

nitroarenes canbeused to overcome this reactiv-

ity challenge and cleave, in a controlled and se-

lective manner, many electron-rich aromatics.

We hope that this strategy will find application

in the deconstruction of other high value mol-

ecules and will further stimulate the explora-

tion of other reactivity patterns that can be

controlled by specific excited-state configurations.
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CHIRAL ELECTRONICS

Circularly polarized electroluminescence from chiral
supramolecular semiconductor thin films
Rituparno Chowdhury1†, Marco D. Preuss2†, Hwan-Hee Cho1‡, Joshua J. P. Thompson3,

Samarpita Sen4, Tomi K. Baikie1, Pratyush Ghosh1, Yorrick Boeije1,5, Xian Wei Chua1,5,

Kai-Wei Chang3, Erjuan Guo6, Joost van der Tol2, Bart W. L. van den Bersselaar2,

Andrea Taddeucci7,8, Nicolas Daub2, Daphne M. Dekker9, Scott T. Keene1,

Ghislaine Vantomme2, Bruno Ehrler9, Stefan C. J. Meskers2, Akshay Rao1,

Bartomeu Monserrat3, E. W. Meijer2*, Richard H. Friend1*

Current organic light-emitting diode (OLED) technology uses light-emitting molecules in a molecular

host. We report green circularly polarized luminescence (CPL) in a chirally ordered supramolecular

assembly, with 24% dissymmetry in a triazatruxene (TAT) system. We found that TAT assembled into

helices with a pitch of six molecules, associating angular momentum to the valence and conduction

bands and obtaining the observed CPL. Cosublimation of TAT as the “guest” in a structurally

mismatched “host” enabled fabrication of thin films in which chiral crystallization was achieved in situ by

thermally triggered nanophase segregation of dopant and host while preserving film integrity. The OLEDs

showed external quantum efficiencies of up to 16% and electroluminescence dissymmetries ≥10%.

Vacuum deposition of chiral superstructures opens new opportunities to explore chiral-driven optical

and transport phenomena.

O
btaining chiral nanostructures in semi-

conductor devices is inherently complex

owing to the challenge of manipulating

molecular arrangements with precise

chirality at the nanoscale (1). Maintain-

ing uniform chirality across large areas is a

further challenge using established device

fabrication methods such as vacuum sublima-

tion, which have not been reported so far. The

dynamic and noncovalent nature of supra-

molecular interactions enables the fabrica-

tion of chiral structures using a bottom-up

approach (1–4) by transferring asymmetry

from the molecular to the nanoscopic or mi-

croscopic scale (5). Such chiral materials have

been used for advanced spintronic and opto-

electronic applications (6). A commonly fol-

lowed approach is to attach chiral side groups

to functional semiconductor units, so that the

chiral side groups cause chiral organization of

the functional blocks. Bothmolecular systems,

as described below, and also two-dimensional

(2D) metal halide perovskites (7–10) have used

this approach.

Since the first reports of a circularly polar-

ized organic light-emitting diode (CP-OLED)

(11–13), substantial efforts (13–15) have been

made to improve the efficiency of the device

and the degree of dissymmetry (gEL) in cir-

cularly polarized electroluminescence (CP-EL).

Strong dissymmetry in the EL, close to the

theoretical maximum of gEL = ±2, has been

realized for materials forming chiral, choles-

teric supramolecular aggregates in which the

dissymmetry arises from the photonic struc-

ture (13). Current efficient OLED systems use

light-emitting molecules spatially isolated in a

host and arranged to harvest both triplet and

singlet excitons. The emitter molecule is gen-

erally isolated in a hostmatrix and, although it

may have chiral symmetry, it has little impact

on the electronic structure and the levels of

CPL are low and below 10
−3

(16). However,

systems with higher levels of dissymmetry—

for example, systems using lanthanide emitters—

show low electroluminescence quantum yield

(ELQE) (17). This observed trade-off between

device performance and EL dissymmetry limits

the application of CP-OLEDs to date.

Here, we combined high dissymmetry in EL

with high OLED-device performance. To this

end, we exploited thermally induced phase

segregation in vacuum-sublimed host-dopant

films to fabricate chiral supramolecular nano-

structures. We showed that delocalization of

the exciton on the helically ordered supra-

molecular structure creates an orbital angular

momentum that yields highly dissymmetric

emission (gEL ~ 10
−1
) together with efficient

(maximumexternal quantumefficiencyEQEmax~

16%) and bright (maximum luminscence Lmax >

5 × 10
4
cd m

−2
) OLED devices.

Supramolecular assembly and structure

The molecules synthesized (Fig. 1A) share the

triazatruxene (TAT) core with different N-

substituents: S-3,7-dimethyloctyl (S-TAT),

n-octyl (n-TAT), and phenyl (phen-TAT). Out

of these molecules, only S-TAT possesses intrin-

sic chemical chirality. The remaining twomole-

cules,n-TAT and phen-TAT, served as nonchiral

and aromatic structural controls to study the

emergent chiral supramolecular behavior of

S-TAT, which is described later. Free-standing

single crystals were obtained by slow evapora-

tion from toluene-hexane solution. The crystal

structure of S-TAT (Fig. 1B) exhibited a non-

centrosymmetric packing with a primitive unit

cell conforming to the chiral, P6122 space group.

When viewed along the b axis, the S-TAT ap-

pears dimerized andhelically organized through

cofacial p-stacking and exhibits a spacing of

0.38 nm in the dimer and 0.39 nm in between

dimers along the a axis. Viewing along the c

axis revealed the sixfold rotation axis of the

stacking and face-to-face stacking without any

slippage. From this structure, we determined

the helical pitch of the supramolecular assem-

bly to be 2.3 nm and an intermolecular rota-

tion angle of 40° within the dimer and 120° in

between dimers. The crystal structures of other

TAT derivatives and S-TAT polymorphs are dis-

cussed in the supplementary materials (SM).

We also fabricated vacuum-cosublimed thin

films of TAT with molecular semiconductor

hosts, including 4,4′-bis(N-carbazolyl)-1,1′-biphenyl

(CBP). As presented later, in situ crystalliza-

tion of the TAT within the host matrix was

readily achieved, which was triggered by the

shape dissimilarity between the N-substituent

of TAT and the semiconducting molecular

host, as illustrated schematically in Fig. 1C.

These thin films were used as the emitting

layers in LEDs, as discussed below.

Optical absorption measured using photo-

thermal deflection spectroscopy (PDS) and

photoluminescence (PL) spectroscopy results

for both single crystals and films of S-TAT are

shown in Fig. 1D. Pristine vacuum-sublimed,

amorphous thin films of S-TAT showed that

the isolated noninteracting molecule had a

sharp absorption edge at 380 nm, displaying

PL with vibronic features at 390 and 407 nm

with a photoluminescence quantum efficiency

(PLQE) of 14%. The S-TAT chiral crystal had its

absorption edge red-shifted by ~0.65 eV to

510 nm and gave a PLQE of 58%. PLQE ismain-

tained for the green emission in annealed

vacuum-sublimed thin-films (table S1).

Pressure-dependent measurements of PL spec-

trawere obtained on single crystals and thin films,

up to 350 MPa (figs. S27 and S28). There was

a pronounced reduction in PL intensity with

increasing pressure (up to 16% at 350MPa) and
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some broadening of the spectra, but relatively

little shift in the peak PL energy. These were

small changes, andwe note that redshifts have

been seen at higher pressures in p-stacked

organic systems (18).

We performed measurements of circularly

polarized photoluminescence (CP-PL) by distin-

guishing between the left-handed (L-CPL) and

right-handed (R-CPL) components of emitted

photons, using a super-achromatic quarterwave-

plate followed by a linear polarizer that served

as an analyzer (see materials and methods)

(9, 15, 19, 20). We also checked the CP-PL

using a photoelastic modulator and obtained

identical results, confirming appropriate use

of the quarter waveplate method (21, 22). The

CP-PL spectrum of the S-TAT crystals is shown

in Fig. 1E. The spectrumwas centered at 540nm,

which clearly showed a difference between the

L-CPL andR-CPL componentswith glum=−0.24.

Plots of the intensity against the angle of the

rotating quarter waveplate have been shown

for all relevant systems (figs. S10 to S13).

Electronic structure and chiral emission

We performed first-principles electronic cal-

culations on a single chiral stack of S-TAT; for

computational ease, we reduced the alkyl side

chains to methyl groups (for details, see mate-

rials and methods). We found that, moving

from the isolated TAT molecule to the stack,

the energy of the p-p* gap decreased from 3.2

to 2.67 eV, a redshift of ~0.53 eV, owing to

the considerable p-p intermolecular stacking

with relatively strong orbital overlap and strong

dipole-dipole interactions. We attributed the

experimentally observed redshift from blue

to green emission on crystallization to these

intermolecular interactions. The intermolecular

coupling gave rise to adispersive electronic band

structure (Fig. 2A).

Isolated TAT molecules possess doubly de-

generate highest occupied molecular orbital

(HOMO) (H) and lowest occupied molecular

orbital (LUMO) (L) energy levels. In the stacked

phase (Fig. 2A), these energy levels are degen-

erate at the Z point; however, we found that

intermolecular coupling lifted their degeneracy,

with the two bands dispersing differently. We

found that the two degenerate levels carry

opposite magnetic quantum number,ml = ±1,

and couple differently to their twisted neigh-

boring molecule owing to differences in the

orbital overlap betweenneighboringmolecules.

The two p and two p* bands were folded back

within the reduced Brillouin zone to give six

bands, which were gapped between the third

and fourth bands because of the dimerization,

opening gaps at −0.12 eV and at 2.9 eV, in the

HOMO and LUMO, respectively.

The two p HOMO and two p* LUMO bands

would be degenerate in the absence of a chiral

structure, as they were for the isolated mole-

cule (fig. S45). However, in the presence of

the chiral intermolecular p and p* contacts,

this degeneracy was lifted, to form two bands

with L = 1, with energy-separated mL = +1

and mL = −1 bands. These bands dispersed

differently at general k values in the Brillouin

zone but converged at the band minima and

maxima (Fig. 2A). We also observed an ad-

ditional band at 2.88 eV, stemming from the

LUMO+2 orbital. This band couples with the

neighboring LUMO and LUMO+1 orbitals,

leading to an avoided crossing.

We extracted the optical selection rules of

each pair of bands via the momentum matrix

element, hyf p̂j jyii. We evaluated these matrix

elements at all k points; these elements con-

tain the transition dipole selection rules and

directly determined the handedness of the
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Fig. 1. Supramolecular chiral assembly of chromophores. (A) The triazatrux-

ene molecules synthesized and studied. S-3,7-dimethyloctyltriazatruxene

(S-TAT), n-octyltriazatruxene (n-TAT), phenyltriazatruxene (phen-TAT). (B) The

crystal structure of S-TAT. (Left) Viewed along the b axis of the unit cell, the

components of the S-TAT dimer are colored blue and gray; this is the repeating

unit of the helix. There are six molecules in a full turn of the helix, which extends

along a pitch of 2.3 nm. (Right) View along the a axis of the unit cell.

(C) Supramolecular assembly of TAT within a molecular semiconductor host; a

cartoon of the proposed arrangement and a picture of the device. (D) Optical

absorption measured by photothermal deflection spectroscopy (solid lines) and

emission (dashed lines) of the S-TAT pure crystal (red), and the 150-nm-thick

vacuum-sublimed thin film of 10 wt % TAT in CBP before annealing (black) and

after annealing (blue). Further analysis of the spectra is provided in the supplementary

materials. (E) Circularly polarized photoluminescence (CP-PL) spectrum of the pure

S-TAT crystal. We observe a CP-PL dissymmetry, glum, of −0.24. We have used a

400-nm pulsed laser excitation at a fluence 5 mJ cm−2 throughout.
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optical transition. We found that the lowest-

energy transition H→L carries right-handed

circular polarization (RCP) and the H-1→L+1

transition carries left-handed circular polari-

zation (LCP) (Fig. 2, A and B). These selection

rules can be understood from the change in

magnetic quantum number Dm, between the

initial and final state. Note that the magnetic

quantum number is defined as modulo 3 (due

to C3 symmetry), and hence Dml = ±2 is

equivalent to Dml = ±1 . We found that for the

H→L (or H-1→L+1), Dml = +1(−1) , correspond-

ing to RCP (LCP). By contrast, we found that

H→L+1 and H-1→L result in Dml = 0, corres-

ponding to Z polarization.

The separation of the mL = +1 and mL = −1

bands at general k points can be viewed intui-

tively to arise from the different intermolecular

orbital overlaps: the mL = +1 circularly polar-

ized band has the same handedness as the

helical stack in the unit cell, whereas themL=−1

band has opposite handedness. A similar anal-

ysis (23) of cyclic p-systems attributed the origin

of magnetic circular dichroism (CD) in these

systems to thewave function at general k points

away from thehigh-symmetry points; this is also

called the perimeter model (24). Our first-

principles results indicate that the top of the

first (mL = −1) valence band was away from

the Z point (Fig. 2B), which we attributed to

the interplay between the chiral stacking and

low symmetry of the electronic orbitals, leading

to enhanced intermolecular interaction at this

momentum. It was interesting to see the size of

the band splitting as caused by the chiral struc-

ture. This reached values of up to 30 meV for

the valence band at k ¼ p=3a.
The Wannier equation approach was used

to calculate the excitonic envelope functions

(25, 26) (Fig. 2C). We found that the singlet,

S1,stack, excitonwas spread over fourmolecules

with a Bohr radius of ~0.5 nm, which is larger

than the intermolecular separation; this result

suggests delocalization of the exciton along

the TAT stack. Near the band gap, the weaker

intermolecular coupling for theHOMO is clearly

lower than for HOMO-1. As such, the exciton is

composed of a hole in theHOMO that is much

more spatially localized than the hole in

theHOMO-1 level, leading to distinct exciton-

ic resonances for the HOMO→LUMO and

HOMO-1→LUMO+1 excitons.

We emphasize that in reciprocal space, the

construction of the exciton from band states

required a spread of k that extended from Z

to ≈ p/4a. Together with the substantial energy

splitting of the two bands, it was sufficient to

drive population selection for the two excitons

at room temperature. Quantitatively, we used

the Elliot formula (25, 26) (see materials and

methods) to calculate PL spectra of the TAT

stack (Fig. 2D). Assuming the exciton popula-

tion is thermalized, we found that the R-CPL

was larger than the L-CPL and Z-polarized PL.

The calculated glum (Fig. 2D) clearly showed the

expected CP-PL. We attributed the CP-PL to the

larger chiral stacking modulated intermolecular

coupling of the HOMO-1. In a single molecule,

there is no intermolecular coupling, hence the

L-CPL and R-CPL transitions happened with

equal probability, leading to negligible CPL.We

explored other structural arrangements of the

TAT molecules (SM section 4.2) that may be

present because of stacking faults, including

a nondimerized structure (figs. S44 to S46).

We found that these alternate structures gave

neither CPL nor bright optical transitions.

Our model captured the origin of the large

redshift and large circular polarization at the

supramolecular level: The intermolecular p-p

stacking extends the exciton across multiple

molecules, thus lowering its energy, and the

extension across multiple molecules can gen-

erate a structurally imposed lifting of the exciton

degeneracy, resulting in defined angular mo-

mentum selection rules that allow for handed

photons to be emitted from the chiral supra-

molecular assembly. We note that circular

polarization arose here through the electric

dipolematrix element but only at low-symmetry

k points, as directly calculated from the band

structure. We did not introduced spin-orbit

coupling because this has a much smaller

energy scale for simple hydrocarbons. For this

structure, we achieved the substantial splitting

of the mL = +1 and mL = −1 bands needed for

circular polarization of luminescence. This

offers a starting point for the design of new

chirally organized supramolecular structures.

Vacuum sublimation and fabrication of

chiral thin films

For practical purposes, single crystals are not

feasible.We performed vacuum cosublimation

to fabricate thin films with 10 weight % (wt %)

of the S-TATmolecule alongside a large selection

of p-type and n-type organic semiconducting

hosts (table S2). We focused on the results

obtained from thin films with 10 wt % S-TAT

doped in CBP and 3′,5′-di(carbazol-9-yl)-[1,1'-

biphenyl]-3,5-dicarbonitrile (DCzDCN). CBP is

a hole-transporting semiconductor (27), whereas

DCzDCN is an ambipolar semiconductor (28–30).

We found that crystallization in all systems

could be triggered through annealing above the

melting temperature (Tm) of S-TAT of ~353 K

(fig. S35). This led to the formation of spheru-

litic domains in the thin films, whose devel-

opment could be tracked through polarized

optical microscopy (fig. S32). Small angle x-

Ray scattering (SAXS) confirmed that ther-

mally triggered phase-segregated structures

were formed in the bulk (fig. S36). Atomic

force microscopy (AFM) studies showed that

these spherulites were built up from three-

dimensional interpenetrated long crystalline

structures that run parallel to the substrate

(figs. S30 to S33).

Figure 3A shows the evolution of the CD

spectrum upon annealing of a pristine film. A

large CD signal was observed after annealing,

indicating the breaking of symmetry in the
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crystallization process.When spatially resolved,

usingMuellermatrix imaging (MMPi) (fig. S34),

we observed that this large CD signalwas present

across the spherulitic domains of the annealed

thin film and did not contain linear artefacts.

The absorption edge and PL spectrum were

red-shifted by 0.65 eV after annealing, which

electronically resembles the S-TAT crystal, indi-

cating that a similar electronic structure and

chiral p-stacked packing were achieved by an-

nealing the thin films (Fig. 1D).

The CP-PL spectrum of the annealed films

wasmeasured using a home-built setup with a

rotating quarter-waveplate and fixed linear pola-

rizer (9, 19,20,31,32) (seematerials andmethods).

We measured a large dissymmetry factor, glum ~

10
−1
, for both thin films in the 500- to 650-nm

domain. The pristine films with blue emission

showed a PLQEof ~12% and a lifetime of 2.7 ns,

whereas theannealed filmswithgreenPLshowed

a delayed lifetime of 23 ns, with ~20% of PL

delayed beyond 100 ns. The transient response

of the PL shows that there is little change in

the spectrum out to 100 ms. Further informa-

tion is shown in figs. S6 to S9.

Circularly polarized organic

light-emitting diodes

We used successive vacuum sublimation of

charge injection, transport and recombination

layers to make LED structures using 20-nm-

thick, 10 wt % S-TAT doped thin films as the

recombination and emissive layer (EML). This

architecture (29) is shown in Fig. 4A.A broad

range of different electron-transporting and

hole-transporting host materials and neat S-

TAT as EMLs (figs. S19 to S24 and table S2) was

screened. In the case of a pure S-TAT EML,

similar performances were obtained compared

with S-TAT (10 wt %):CBP blends. Irrespective

of the host material, all devices exhibited green

EL with EQE values >10%, high current effi-

ciencies, and moderate to excellent bright-

ness (table S2). For both S-TAT(10%):CBP and

S-TAT(10%):DCzDCN emitting layers (EMLs),

dissymmetric EL was recorded (Fig. 4, C and

D), with EL dissymmetry gEL ~ 10
−1
(angular

resolution of EL dissymmetry is shown in fig.

S10). The best-performing OLEDwas obtained

from the ambipolar host DCzDCN (30). An

EQEmax of 15.7% was obtained with a CEmax of

45.0 cd A
−1
at a low turn-on voltage of 2.2 V

(Fig. 4, D to F). This device exhibited bright

electroluminescence with a Lmax as high as

57,000 cd m
−2

(Fig. 4E). The efficiency roll-off

(Fig. 4D)was substantially improved inDCzDCN-

containing devices compared with the CBP-

containing devices.

Our vacuum deposition system required that

the vacuum be broken to change organic eva-

poration sources (a total of seven sources were

used). LEDs were not encapsulated beyond the

deposition of the top aluminum layer and were

measured in air at room temperature. These

conditions arenot optimized for lifetime studies,

but nevertheless we measured lifetimes of

>100 hours at 100 cd/m
2
to reach 50% bright-

ness for DCzDCN devices (fig. S25). These

lifetimes were substantially longer than those

that we reported for spin radical LEDs (28)

and for hyperfluorescent LEDs (33). Our de-

vices did not suffer from the spectral instab-

ility reported for 2D perovskite devices (9).

We consider this is a promising indication

that these are inherently stable structures and

devices.

The LEDs that we fabricated showed an EQE

of >15%. Considering the PLQE (up to 60%

for the EML), the 3:1 spin statistics of triplet:

singlet excitons (34), and ideal light-coupling

efficiency (35), we would expect a maximum

EQE of only ~5% from our thin films. We

notably found this enhanced EQE for both

S-TAT and n-TAT, and emphasize that both

show local chiral domains, with equal amounts

of left-handed and right-handed domains for

n-TAT (Fig. S34). By contrast, nonassembled

blue-emitting phen-TAT showed an EQE that

was a factor of about 4 lower than the PLQE

(table S2). We propose two possible explan-

ations for this unexpected behavior, both of

which depend on the presence of the supra-

molecular p-p packing:

1) If both singlet and triplet excitons are

generated by electron hole recombination,

efficient luminescencewould require amecha-

nism similar to that of TADF (thermally acti-

vated delayed fluorescence) OLEDs (36). Such

a mechanism requires that the exchange energy

between singlet and triplet be thermally accessi-

ble and is achieved in TADF systems by forming

charge-transfer excitons. However, for isolated

TAT molecules, this cannot be the case. We

therefore consider that the large redshift of

the singlet from isolated molecule to supra-

molecular stack (0.65 eV) brings the singlet

close in energy to the triplet. The T1 energy of

TAT was recently reported (37) to be ~2.3 eV,

close to the observed luminescence. There is

evidence for some delayed emission after photo-

excitation, up to 20% of the total (fig. S7). This

slowemissionmay arise from thermal activation

from the nonemissive triplet, as observed in

TADF systems, although the component of

slow emission seen here is smaller than for

most TADF systems. We might expect that

under pressure, the singlet exciton would fall

to a lower energy with respect to the triplet

exciton, but note the weak pressure depend-

ence of emission energy and reduced PL yield

under pressure (figs. S27 and S28).

2) The origin of CPL for this material is the

result of the energy separation of the two valence
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Fig. 3. Photophysics of the vacuum-sublimed S-TAT–doped thin films. (A) CD spectra obtained by averaging the front and back CD component measured on

vacuum-sublimed S-TAT(10%):CBP thin films before annealing (black) and after annealing (blue). For the full Mueller matrix imaging, see fig. S34. (B) CPL spectrum

on annealed, vacuum-sublimed 20-nm-thick films of (left) S-TAT(10%):CBP and (right) S-TAT(10%):DCzDCN with a glum = −0.09 and glum = −0.12, respectively.

A fluence of 12 mJ cm−2 for the CBP films and 2.0 mJ cm−2 for the DCzDCN films was used. In both cases, a 400-nm pulsed laser excitation was used that lies

0.15 eV below the first excited state of amorphous and molecular S-TAT.
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and two conduction bands that were split by

their orbital angular momentum. The distinc-

tion between the LH and RH bands only dev-

elops for nonzero values of k points. This has

been explored theoretically by Joseph Michl

(23, 24). Spin-orbit coupling is, as expected,

low for these hydrocarbonmaterials (as evident

from the absence of spin-orbit splitting in the

calculated electronic structure) (Fig. 2). However,

it is interesting to consider possible coupling of

electron spin to orbital angular momentum for

injected carriers. One such process is called

chiral-induced spin selectivity, which has been

identified as a mechanism for spin-polarized

injection and transport in chiral semiconductor

structures (38–41).

We also investigated themicrostructural origin

of the emission regions within the TAT or host

emissive layers. Confocal microscopy images

on theEMLof thedrivenpixels in theCP-OLEDs

with S-TAT (10%):CBP and S-TAT (10%):DCzDCN

are shown in Fig. 4, G and H. Upon 450-nm

excitation, the regionswith aphotoluminescence

wavelength (lPL) > 500 nm displayed a large,
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Fig. 4. Circularly polarized organic light-emitting diodes (CP-OLEDs).

(A) Device architecture for the fabrication of CP-OLEDs using vacuum

sublimation. (B and C) Circularly polarized electroluminescence spectra for

S-TAT(10%):CBP and S-TAT(10%):DCzDCN emitting layers. (D) External

quantum efficiency (EQE) versus current density curves for devices using S-TAT

(10%):CBP (light-blue) and S-TAT(10%):DCzDCN (dark blue) emitting layers.

(E) Luminance versus voltage curves for devices using S-TAT(10%):CBP (light-

blue) and S-TAT(10%):DCzDCN (dark blue) emitting layers. (F) Current density

versus voltage curves for devices using S-TAT(10%):CBP (light-blue) and

S-TAT(10%):DCzDCN (dark blue) emitting layers. Steady-state confocal

images of the emitting layer in devices using (G) S-TAT(10%):CBP and (H) S-TAT

(10%):DCzDCN as the emitting layer. A 450-nm excitation was used to capture

emission image with lem > 500 nm; a 380-nm excitation was used to capture

emission image with lem < 450 nm. (I) Time-resolved confocal image on a

smaller region in the emitting layer where the regions with tPL > 5ns and

tPL < 5ns are mapped. Images [(G) and (H)] show that crystalline green domains

are phase segregated after being formed; these same domains show slow

PL kinetics seen in (I).
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patternednetwork that resembled the aftermath

of viscoelastic phase-separated mixtures (42).

Time-resolved confocal microscopy maps (Fig.

4I) showed that the same pattern emerged with

regions that had a lifetime tPL > 5 ns. Con-

versely, when using a 350-nm excitation region

with blue PL, which was also the region with

tPL < 5 ns, the patterns were found in between

the green-emitting regions. Comparing the mi-

croscopy results in Fig. 4, G and H, to the PL

spectrum in Fig. 1D, we attributed the green-

emitting regions in the EML to the chiral

helical, p-stacked S-TAT molecules, which emit

green light. Additionally (Fig. 3, C and D), these

green-emitting domains had a lifetime of tPL ~

23 ns, which was verified spatially using the

time-resolved-confocal image (Fig. 4I and figs.

S26 and S27). Upon close inspection, the emer-

gent patterns formed by the lPL > 500 nm

regions resembled those obtained after visco-

elastic phase separation of kinetically asymmetric

mixtures (43, 44). In the thin film, local heating

could quickly exceed 100°C during device oper-

ation, above the melting temperature of S-TAT

but below the melting temperature of the host.

Under such conditions, the quickly melted

S-TAT phase could possibly reorganize and

flow inside the host matrix to trigger a strong

bias for driving phase separation between the

slow and fast components (45). In the case of

S-TAT, the long alkyl chains prevent host-guest

interactions, providing a strong driving force

for phase segregation and crystallization of

S-TAT into the preferred helical p-p stacked

supramolecular assemblies (46, 47). When the

interaction between the host and dopant was

larger, such as when 10 wt % phen-TAT was

used (fig. S37), this phase separation was ham-

pered, resulting in only a slight redshift in the

PL and no emergent CP-PL from annealed

films. The vacuum-sublimeddeviceswithphen-

TAT (10wt%):CBPEMLalso had amuch lower

EQE of ~3%, which is close to the expected

theoretical value, although obviously no CP-EL

fromthevacuum-sublimedOLEDswasobserved.

Furthermore, these phen-TAT–doped OLEDs

did not show any emergent phase-separated

structures when subjected to confocal micros-

copy. Finally, when investigating the n-TAT

devices with n-TAT (10 wt %):CBP, most op-

tical properties anddevice characteristicswere

found to be similar to the S-TAT-based devices,

except that a dissymmetry of gEL ~ 0 was ob-

tained, consistent with the racemic nature of

the n-TAT stacks. These observations indicate

that the nature of the N-substituent is directly

involved in the formation of supramolecular

structures in the films, which is further linked

to the photophysical and electrical properties

of the thin films.

A clear picture for the photophysical proper-

ties that we observed (Fig. 1C) emerged: In situ

crystallization of S-TAT rich domains into the

chiral supramolecular architecturewas triggered

by the local heating produced by electric driving.

Crystallization was propelled by the large entro-

py of the molten S-TAT phase (it has the lower

Tm in all the cases we studied), which did not

strongly interact with the slow-melting host

matrix. The crystallization led to a viscoelastic

microphase segregation.Asdiscussed earlier, the

strong chirality of the S-TAT supramolecular

stacking imposes angularmomentum selection

rules on emitted photons (Fig. 2).

In summary, we have set out a scheme for

the fabrication of efficient OLEDs, which con-

tains chiral structures to give circularly polar-

ized emission without lowering the efficiency

and brightness. Vacuum cosublimation of guest-

host systems selected to allow in situ crystalliza-

tion to the chiral structure allowed controllable

thin-filmprocessing that is fully compatiblewith

OLED fabrication. Other approaches to achieve

CP emission from LEDs use spin-selective elec-

trodes, such as magnetically polarized metal

spin injectors (48) and chiral spin-injecting

2D metal halide perovskites (8–10). We have

shown here a molecular structure in which

CPL arises from the electronic bandstructure

anddoesnot require spin-orbit coupling (Rashba

splitting), as recently invoked for 2D perovskites

(49). This result may have broad applications:

Circularly polarized emission is of potential value

for light control in LED displays, and this offers

opportunities to explore spin-selective transport

processes (38, 41).
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ENVIRONMENTAL SCIENCE

Environmental effects of the Kakhovka Dam
destruction by warfare in Ukraine

O. Shumilova1*†, A. Sukhodolov2†, N. Osadcha3, A. Oreshchenko3, G. Constantinescu4,

S. Afanasyev5, M. Koken6, V. Osadchyi3, B. Rhoads7, K. Tockner8,9, M. T. Monaghan1,10,

B. Schröder11, J. Nabyvanets3, C. Wolter12, O. Lietytska5, J. van de Koppel13,14,

N. Magas15, S. C. Jähnig16,17, V. Lakisova18, G. Trokhymenko15, M. Venohr2, V. Komorin19,

S. Stepanenko20, V. Khilchevskyi21, S. Domisch16, M. Blettler22, P. Gleick23,

L. De Meester1,10,24, H.-P. Grossart25,26

The use of water as a weapon in highly industrialized areas in the Russo-Ukrainian war has resulted in

catastrophic economic and environmental damages. We analyze environmental effects caused by the

military destruction of the Kakhovka Dam. We link field, remote sensing, and modeling data to

demarcate the disaster’s spatial-temporal scales and outline trends in reestablishment of damaged

ecosystems. Although media attention has focused on the immediate impacts of flooding on society,

politics, and the economy, our results show that toxic contamination within newly exposed sediments of

the former reservoir bed poses a largely overlooked long-term threat to freshwater, estuarine, and

marine ecosystems. The continued use of water as a weapon may lead to even greater risks for people

and the environment.

M
odern warfare strategies have reduced

the need for ground-based operations,

however, rivers not only continue to

be combat barriers but are increas-

ingly used as weapons (1). Intentional

destruction of dams has occurred repeatedly

in Ukraine. In 1941, detonation of the Dnipro

Dam occurred, killing thousands (2). In 2022,

several dams were destroyed along the Irpen,

Oskil, and Inhulets rivers (2, 3). The most

devastating event occurred on 6 June 2023,

when the Kakhovka Dam on the Dnipro River

collapsed following repeated attacks (4–9). In

March 2024, Russian missiles destroyed power

plants of the Dnipro (3.3 km
3
), Kaniv (2.6 km

3
),

and Novodnistrovsk (3 km
3
) reservoirs.

Dams are major components of contempo-

rary human infrastructure on rivers through-

out theworld.More than 50,000 large reservoir

facilities (LRFs) exist worldwide (10). Although

the risk of failure is low (~1%) (11), concern

is growing given the state of deterioration of

many structures (12, 13). The recent collapse

of dams in Libya (14) highlights the danger

of dam failures in the context of global cli-

matic change. However, human conflict has

been overlooked as an aspect of risk partly

because the intentional destruction of dams

is banned by the Geneva Conventions.

Until recently, the Dnipro River included a

cascade of six reservoirs stretching across from

Ukraine to the Black Sea and containing

~43.6 km
3
of water (Fig. 1). The Kakhovka

LRF (hereafter K-LRF, 18 km
3
, Fig. 2A) was at

the downstream end of this cascade. Its main

purpose was to supply water to a 12,000-km

irrigation system for 500,000 hectares (ha) of

croplands and to a 400-km-long canal for

provision of 85% of Crimea’s water (7, 15).

The destruction of the Kakhovka Dam

caused catastrophic draining of the reservoir,

downstream flooding, and contamination of

freshwater and marine environments (8).

However, access to data on this failure has

been hindered by ongoing combat which

constrains field research (4, 8, 16), limiting

analysis thus far to early rapid assessment

(6, 7). We examine the environmental im-

pacts and scales of the K-LRF catastrophe

by linking empirical data from ground-based

surveys and remote sensing within an ana-

lytical framework encompassing insights from

dam removal practices (17), hydrodynamic

modeling, flood hazard assessment (18), and

analysis of ecosystem reestablishment (19)

(Fig. 2, materials and methods, figs. S1 to S10,

and tables S1 to S8). We show that (i) large

amounts of pollutants accumulated in the

reservoir sediment before the catastrophe;

(ii) excessive drainage and release of water

likely caused massive mortality of benthic

organisms and fish; and (iii) a massive fresh-

water plume was present which undoubted-

ly affected marine life in the northwestern
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Black Sea; (iv) the exposed sediment has be-

come a long-term source of contaminants

that can be mobilized by floods; and (v) high

growth rates of riparian vegetation suggest

that conversion of the former lakebed to veg-

etated floodplain can be accomplished within

five years.

Framework and data

To analyze hazards to humans caused by the

Kakhovka flooding, we adopt theUSBureau of

Reclamation approach (18), which relates

loss of human life to values of DV, where D

and V are maximum flow depth and velocity,

respectively. We extend this analysis by dev-

eloping an approach to estimate impacts on

populations of rodents, which is based on a

species-area relation and evaluates population

losses as a ratio between the area of danger for

swimming animals and the total inundated

area. Dangerous areas are identified by critical

values of the survival index Ssw , which relates

swimming abilities of animals (20, 21) to DV

values (fig. S10).

To calculate spatial patterns of DV, we devel-

oped ahydrodynamicmodel of the lowerDnipro

witha computationaldomain (mesh size 16×16m)

based on bathymetric data derived from field

and photogrammetric surveys and remotely

sensed water surface extent during the peak

of the flood (fig. S9). A boundary condition, a

water discharge of 29,000 m
3
s
−1
, was esti-

mated based on the decrease in water volume

in the reservoir through time.Model validation

was performed using ground-based observa-

tions (figs. S10 to S12). The model allowed as-

sessment of damage to riparian habitats caused

by soil erosion and uprooting of vegetation

(figs. S13 to S18).

Drainage of the K-LRF exposed lakebed sedi-

ment (Fig. 2, A to C, and figs. S19 to S21), the

release of which is a major concern in dam

removal projects (12, 13, 17, 22). Three concepts

developed through dam removal research guided

our analysis: (i) Abrupt fall of base level is a key

factor controlling mobilization of sediment; (ii)

sediment volume, grain size, chemical content,

and colonization of sediment by vegetation

define the long-termmobilization of toxic sub-

stances; and (iii) in highly developed regions,

contaminated sediment may require inten-

tional removal. Examples include polychlori-

nated biphenyls in the Hudson River (23) and

Agent Orange in the Passaic River (24) in the

USA. We estimate sediment release using a

method of non-erodible velocities (25), com-

binedwith analysis of remote sensing images and

data from water quality monitoring (fig. S18).

Reestablishment of ecosystem biodiversity

in the aftermath of dam removal (12, 17, 22)

and levee breaching (23, 24, 26) is an import-

ant aspect of remediation that has been con-

ceptualized in process-basedmodels (27, 28) and

recent models of self-organization (19, 29, 30).

We analyze the processes of ecosystem re-

establishment using results of field surveys and

remote sensing within the context of process-

based modeling (Fig. 2D and figs. S1 and S4).

We apply our analytical framework to data col-

lected before the dam breach (figs. S5 to S8),

during the flood and reservoir draining (figs.

S10 to S12, S18, and tables S1 to S6), and over

a one-year period following the disaster (table

S5 and figs. S23 to S26).

The Kakhovka Dam triggered a toxic “time-bomb”

After construction in the mid-1950s, an increase

in nutrient concentration andwater temperature

Fig. 1. Areas of Ukraine affected or threatened by dam destruction in military operations. Arabic numbers 1 to 6 indicate rivers: Irpen, Oskil, Inhulets,

Dnipro, Dnipro-Bug Estuary, and Dniester, respectively. Roman numbers I to VII indicate large reservoir facilities: Kyiv, Kaniv, Kremenchuk, Kaminske, Dnipro,

Kakhovka, and Dniester, respectively. (A to C) indicate nuclear power plants: Chornobyl, Zaporizhzhia, and South Ukraine, respectively.
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Fig. 2. Conceptual framework of the study. (A) Pre-disaster sedimentation dynamics in the Dnipro cascade showing the Kyiv reservoir (upstream) and the

Kakhovka reservoir (downstream). (B) Schematic of the dam-breaching event (side view on the left) and downstream of the Dnipro-Bug Estuary (top view on the

right). (C) Environmental impacts and characteristic scale of the Kakhovka Dam disaster. (D) Methodology, components, interrelations, and relevance to spatial

and temporal scales.
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in the K-LRF boosted biological productivity

(31–33). Based on field research prior to 2022,

we estimate total standing biomasses of 100,000

to 150,000 tonnes for periphyton, 30,000 to

50,000 tonnes for aquatic plants, 200,000 to

500,000 tonnes for macroinvertebrates, and

6000 to 10,000 tonnes for fish. The diversion

of water for agriculture and industry decreased

the maximum mean water discharge of the

lower Dnipro from 3500m
3
s
−1
to 2000m

3
s
−1

(fig. S7). The river system downstream of the

dam consists of themain channel, a floodplain,

and several meandering side channels. The

riverine ecosystem was very diverse (8, 15)

with more than 70 fish species, of which 18

were protected species (33). The floodplain

provided habitat for breeding, migration,

and wintering for approximately 350 bird

species. Mammals included rodents, canids,

wild pigs, and deer (7, 33).

Because theK-LRF is locatedat thedownstream

end of the Dnipro reservoir cascade, approxi-

mately 98% of the sediment load was retained

in upstream reservoirs (15) (Fig. 2A). Pre-disaster

field surveys reveal that the lakebed contained

a layer of sediment 0.3 to 1.5m thick, composed

almost entirely of fine silt eroded from the

shoreline. Based on the morphology (fig. S6B)

and average thickness of the sediment layer,

we estimate the total volume of sediment to

be approximately 1.3 to 1.7 km
3
. Sorption,

hydrolysis, settling, and biological consump-

tionmediated the adsorption of contaminants

from the water column to the sediment (34).

Contaminants include heavy metals, nitro-

gen, and phosphorus delivered from indus-

trial and agricultural sources (tables S7 and

S8). Within the reservoir, some heavy metals

such as Pb and Ni are distributed relatively

uniformly (figs. S19 and S20) due to mixing

by waves and currents, whereas others such

as Zn exhibit locally elevated values at indus-

trial outputs near Nikopol (fig. S19). Nonde-

gradableheavymetals candamage the nervous

system, disrupt endocrine system functioning,

and cause congenital disorders (35).

Short-term impacts of flood, drain,

and plume spread

Hydraulic theorypredicts that twowaves formed

at the breach (36), producing surges in both

the down- and upstream directions (Fig. 2B).

Floodwater surging downstream formed a

plume that spread into the Black Sea. The re-

lease of ~16.4 km
3
of water continued for two

weeks and imposed large-scale impacts on

riverine and marine ecosystems (3, 7, 8).

Modeling indicates that between Kakhovka

and Kherson (Fig. 3B), the reach-averaged DV

was approximately 10m
2
s
−1
. Along this section

of the river, in which 110,000 people and

60,000 buildingswere affected by the flood, 84

lives were lost (7). Although this flood hazard

is classified asmedium severity (18), public per-

ceptionwas nonetheless elevated, drivenmainly

by the scale of economic losses rather than loss

of life (7, 8).

Predicted flow velocities (figs. S10C and S12E)

range between 1 and 4 ms
−1
on the floodplain

and in themain channel. The highest predicted

values are close to 5 ms
−1
, which commonly

occur over rapids (37). Breaking waves—a

distinctive feature of rapids—were unlikely,

due to low Froude numbers (fig. S10D). Strong

turbulencedevelopedbetween themain channel

and the floodplains (figs. S13 andS14), enhancing

riverbed scour and plant uprooting. However,

compared with rapids, these turbulent zones

reduced swimming risks by directing currents

toward slow-moving margins of the flow (38).

Estimating hazards to floodplain rodents from

patterns of the SSW index suggests a 20 to 30%

reduction of the total population (fig. S15C).

Rodents occupy lower trophic positions in the

food web and losses in this population likely

affected populations of canids and birds.

Floods can greatly affect ecosystems bymobi-

lizing large amounts of fine particles (39). Our

results show that flow scoured sediment within

a high-speed core immediately downstream of

the breach (figs. S16 and S17) and within tur-

bulent shear layers on the floodplains (fig. S14).

Flow entrained about 2.97×10
−3
km

3
of sediment

within the core, 1.9×10
−3
km

3
from a knick zone

(fig. S21), and about 1.8×10
−3

km
3
within shear

layers. Using a reconstructed hydrograph (fig.

S22A) and extrapolating measured suspended

solids concentrations (fig. S22B), we estimate

that reservoir drainage released about 0.78×10
−3

km
3
of contaminated fine sediment. Destruction

Fig. 3. Dynamics of the dam-breach catastrophe on the Dnipro river, Dnipro-Bug Estuary, and the

northern part of the Black Sea. (A) Draining of the K-LRF (inset shows how surface area relates to water

level of the reservoir; white arrows show the direction of propagating drained land front). (B) Modeled depth-

average values of DV downstream of the K-LRF at maximal water stage (inset shows water discharge at

Kherson). (C) Dynamics of the river plume in the north shelf of the Black Sea reconstructed from remote

sensing data [inset shows measured salinity at Odesa after (6)].
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of the Kakhovka power plant and flooding

of retail gas (petrol) stations released about

450 tonnes of oil products (7).

The first week after the dam breach, the re-

servoir released 9000 to 17,000 tonnes of phy-

toplanktonperday (fig. S18A).Turbidity increased

by a factor of nearly 50, concomitant with a

rise in toxicity (fig. S18 and tables S1 to S5),

resulting in the probable loss of 10,000 tonnes

of macroinvertebrates, considering data on

standing biomass prior to the breach. Most

likely the entire 0+ juvenile fish stock was lost

as the flood occurred immediately after spawn-

ing. Floodplain grasses were buried by sedi-

ment, destroying habitat for amphibians, birds,

and mammals.

Drainage of the reservoir exposed 1944 km
2

of the reservoir bottom (Fig. 3A and figs. S21 to

S23) and based on this area we estimate that

~80% of the reservoir biomass was lost. The

river returned to its historical course, but large

ponds appeared on the floodplain (Fig. 3A). As

exposed sediment dried out, it formed patterns

composed of regular slabs separated by cracks

(40, 41) (Fig. 4C, inset).

The river flood affected water quality in the

Dnipro-Bug Estuary and in the northern part

of the Black Sea (Fig. 3C and table S1 to S5).

The river plume, visible from high levels of

turbidity in remote sensed imagery, reached

the Danube Delta on 17 June 2023, covering

~7300km
2
. Becauseof restricted verticalmixing,

the freshwater formed a layer 10 m thick over

underlying saline water. At Odesa, salinity de-

creased from 11 gL
−1

to 4.2 gL
−1
(Fig. 3C), con-

comitant with five- to tenfold increases in

concentrations of nitrogen and phosphorus

(table S3). Low salinity andhigh toxicity caused

declines in mussel populations at some loca-

tions by asmuch as 50%.Debris fromdislodged

plants and entrained rubbish was dispersed

along 250 kmof coastline. The total biomass of

plants transported by the flood amounted to

1600 tonnes with detrital material stranded

on beaches at a density of 0.1 kgm
−2
.

Long-term pollution threat and ecosystem

reestablishment trends

The greatest effects of the breach occurred in

the former reservoir where the water-surface

elevation decreased by 86.4%. Full recovery of

the reservoir ecosystem requires rebuilding of

the dam (7), an unlikely scenario given the on-

going conflict. Therefore, environmental threats

and ecosystemresponsesmust be framedwithin

the context of extant conditions. The breach of

the dam has produced two main long-term

threats: (i) exposure of large areas of contami-

nated sediment, and (ii) a shortage of water

for irrigation. Here we discuss the first threat,

while details on the second are provided in (7).

Our results show that draining of the reser-

voir exposed lakebed sediment cumulatively

containing around 83.3 thousand tonnes of

highly toxic heavy metals (Pb, Cd, Ni) (Fig. 4A,

and tables S6 and S8), of which <1% was likely

released during the drainage. Remaining heavy

metals can affect human populations in the

region because river water is widely used by

households to compensate for shortages in

municipal water supply (2, 3, 42). Heavymetals

in bottom sediment enter the river through

erosion of sediment by surface runoff and by

seasonal floods. In August 2023, surface runoff

rapidly increased levels of turbidity and nu-

trients in water sampled at Kherson (fig. S18).

In March and May 2024, spring floods in-

undated up to 888.5 km
2
(Fig. 4C), increasing

contaminant concentrations (tables S4 and S5).

Heavy metal pollution can be mitigated by

bioremediation methods, including biostimu-

lation of uptake by microorganisms (43) and

phytoremediation (44). For the K-LRF, phyto-

remediationmay be the only available strategy

over short timescales (2 to 10 years).Weanalyze

the dynamics of riparian vegetation establish-

ment by combining conceptual models of dam

removal (28, 45), remote sensing data, and

ground observations to gain a comprehensive

understanding of self-organizing ecosystem

processes driven by flow-soil-plant interactions

(19, 40). By mid-August 2023, pioneer riparian

vegetation had become established over 18% of

the new floodplain area (Fig. 4A). Although

rapid colonization of bare ground is usually at-

tributed to dispersal by wind (41), our analysis

Fig. 4. Development of the area of the former Kakhovka LRF. (A) Land cover based on Sentinel-2

satellite images (19 August 2023; resolution 10 m pixel−1; inset shows concentration of heavy metals in the

sediment of K-LRF (mg kg−1 dry weight) sampled in 2020, dashed arrow line indicates sampling location).

(B) Spatial pattern of zebra mussels biomass reconstructed from field surveys in the period from 2000 to

2021. (C) Extent of inundation of the floodplain by a seasonal flood in March 2024 (inset shows slabs

separated by cracks on the former lakebed after drainage and after colonization by plants, above and

below, respectively). (D) Predicted ecosystem reestablishment on the former lakebed (solid lines indicate

observed and dashed lines predicted trends).
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indicates that wind contributed only 25% to

recolonization (46) and water played the major

role (75%), amplified by self-organization pro-

cesses in soils (40) (figs. S24 and S25). Before

breaching, seeds of willows and poplars were

dispersed on the water surface by wind over

distances of ~200 to 300 m from shorelines

(47), and were deposited at margins of the

ebbing water over distances of 3 to 5 km dur-

ing drainage of the reservoir (Fig. 3A). Moist

cracks that developed in the drying sediment

trapped seeds (Fig. 4E), ensuring access to wet

soil (fig. S24). The next phase of ecosystem

self-organization, the emergence of patterns in

initially randomly seeded vegetation, involved

flow-plant interactions during spring floods

(Fig. 4C). Flow is strongest over soil cracks

during the rising and falling stages of floods

(40), leading to erosion that increases the

wetted area of the cracks and enhances rel-

eases of contaminants. Over time these erosion-

al processes also uproot plants and formerosional

channels, thereby increasing the complexity of

riparian habitats (29).

Using remotely sensed data on ecosystem

conditions in the former reservoir after dam

breaching (Fig. 3A and Fig. 4, A and B), we

parameterized conceptual models of biomass

growth for plants and organisms as indicators

of ecosystem reestablishment (Fig. 4D). Initial

conditions are 0% for terrestrial species whereas

values for aquatic species correspond to 100%

at breaching and reduce to 13.5% for remain-

ing aquatic areas (Fig. 4A). Upper limits of the

timescale for reestablishment of terrestrial

species equaled those for fully grown willow

trees with an average life span of 30 years (41).

Our results suggest that reestablishment equiv-

alent to 80% of an undammed ecosystem is

expected within five years. Field observations

in spring 2024 documented colonization by

canids and wild pigs (fig. S26). Restored con-

nectivity amongmarine, estuarine, and riverine

environments supports the expectation (48) that

biodiversity of the riverine environment will

increase within two years (Fig. 4D).

Scales and perspectives

Our work highlights the far-reaching environ-

mental consequences of the K-LRF destruction

and raises concerns not only about the use of

water as a weapon, but also about risks posed

by aging dams around the world. As the war

continues, discussionshavebegunamongdecision-

makers, scientists, and practitioners about

the future of the Kakhovka Dam. Opposing

opinions exist about whether to rebuild the

dam (8). Environmentalists argue that the river

ecosystem is quickly reestablishing its pre-dam

state but neglect threats posed by releases of

heavy metals and their accumulation in food

webs. Impounding the reservoir might miti-

gate this problem and promote economic re-

covery in the region. As a compromise between

these two options, scientists have proposed to

“build back better” (8) by constructing a 50-km-

long barrier that would separate a large boggy

area in the upper part of the drained reservoir

from the lower reservoir (Fig. 4C). Reconstruc-

tion of the dam and construction of the barrier

would require years of effort during which

the release of contaminants would need to be

reduced. We suggest that contaminant release

can be effectively controlled by constructing

two 15-km-long temporary barriers separating

themain channel from the two largest areas of

bogs (Fig. 4C). Any plans for the recovery of

Ukraine’s conflict-damaged water ecosystems

require the war to end, but considerable risks

persist for new missile attacks on dams in the

Dnipro and Dniester cascades. If more dams

are targeted, the human toll and environmental

damage could be cataclysmic as revealed by

the collapse of the Kakhovka Dam. Protection

of dams in military zones should be a priority

concern for international lawgiven the potential

of conflict-related breaches to produce large-

scale and long-term environmental impacts.
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PIEZOELECTRICS

Piezoelectricity in half-Heusler
narrow-bandgap semiconductors
Yi Huang1†, Fu Lv1†, Shen Han1†, Mengzhao Chen1, Yuechu Wang1, Qianhui Lou1, Chenguang Fu1*,

Yuhui Huang1*, Di Wu2, Fei Li3, Tiejun Zhu1*

Piezoelectricity is primarily observed in noncentrosymmetric insulators or wide bandgap semiconductors. We

report the observation of the piezoelectric (PE) effect in half-Heusler (HH) narrow-bandgap semiconductors

TiNiSn, ZrNiSn, and TiCoSb. These materials exhibit shear PE strain coefficients that reach ~38 and 33

picocoulombs per newton in ZrNiSn and TiCoSb, respectively, which are high values for noncentrosymmetric

nonpolar materials. We demonstrated a TiCoSb-based PE sensor with a large voltage response and capable

of charging a capacitor. The PE effect in HHs remains thermally stable up to 1173 kelvin, underscoring their

potential for high-temperature applications. Our observations suggest that these HH narrow-bandgap

semiconductors may find promising applications for advanced multifunctional technologies.

E
nergy harvesting can enable electronic de-

vices to achieve self sufficiency in power.

Piezoelectric (PE) materials generate elec-

trical voltage when mechanically stressed

and can be used to make PE power gen-

erators that convert vibrational energy into

electricity. The PE strain coefficient, d, is an

essential parameter for characterizing the per-

formance of PE materials, which reflects the

coupling relationship between the mechanical

properties and dielectric properties of these

materials. Generally, a higher PE coefficient

indicates superior PE performance.

Research on PEmaterials has primarily been

focused on ceramics and single crystals (SCs)

with a wide bandgap (Eg > 2.0 eV) (1) and low

electrical conductivity (~10
−15

S/m) (2–4). For

example, Pb(Zr,Ti)O3 (PZT)–based ceramics

are notable for having d values that exceed

1000 pC/N (5–9). Lead-free ceramics such as

BaTiO3 (10), (Bi, Na)TiO3 (11), (K, Na)NbO3

(12), and BiFeO3-based ceramics (13), which

have PE coefficients of around hundreds of

picocoulombs per newton, have gained interest

because of the demand for environmentally

friendly PE materials. Moreover, developments

in producing SCs, such as Pb(Mg1/3Nb2/3)O3-

PbTiO3 (PMN-PT) and Pb(Zn1/3Nb2/3)O3-PbTiO3

(PZN-PT), have yielded enormous PE strain

coefficients of around 1000 pC/N (14). Never-

theless, PE materials such as PZT-based ce-

ramics and PMN-PT–based SCs generally

require an external electric field to induce po-

larization to obtain the PE response. By con-

trast, noncentrosymmetric crystallinematerials

such as quartz (SiO2), GaSb, and ZnO naturally

manifest the PE effect but typically exhibit a

lower PE coefficient of around 10 pC/N (15–19).

By contrast, narrow-bandgap (Eg ≤ 0.5 eV)

(20) semiconductors with noncentrosymmet-

ric crystal structures have received very lim-

ited attention regarding their PE properties,

owing to their generally higher electrical con-

ductivity, which hinders the effective charge

accumulation and stable maintenance of the

voltage response. One example is rhombohe-

dral a-GeTe with a R3m structure that pos-

sesses a ferroelectric phase, demonstrated with

piezoresponse force microscopy measurements

(21). Although use of density functional theory

(DFT) predicted a large PE strain coefficient

of 170 pC/N (22), experimental confirmation

is lacking. The failure to record high strain

coefficients is probably due to the native cat-

ionic vacancies–induced high electrical con-

ductivity (~5 × 10
5
S/m at 300 K) (23).

Half-Heusler (HH) compounds are ternary

intermetallics with a stoichiometric formula of

XYZ, where X is the most electropositive ele-

ment, Y is a less electropositive transition-

metal element, and Z is a main-group element

(24, 25). HH compounds crystallize in a cubic

MgAgAs-type structure with space group F�43m

(no. 216), comprising three interpenetrating

ordered face-centered cubic (fcc) sublattices,

occupied by theX, Y, and Z atoms, respectively

(Fig. 1A). The corresponding occupiedWyckoff

positions are 4a (0, 0, 0), 4c (1/4, 1/4, 1/4), and

4b (1/2, 1/2, 1/2), leaving 4d (3/4, 3/4, 3/4)

vacant. HH compounds conforming to the

18-valence electron rule are categorized as

narrow-bandgap semiconductors (24, 26–28),

which are distinguished by their excellent

mechanical properties (29) and hold substan-

tial potential for multifunctional applications

in various fields, including semiconductors,

thermoelectrics (25, 30), half-metallic ferro-

magnetism (31), superconductivity (32), topo-

logical insulators (33), shape memory effects

(34), along with others (24). These compounds

belong to the noncentrosymmetric nonpolar

F�43m space group (15). Generally, crystals

within the F�43m space group permit one

nonzero PE response that is described as a

shear PE strain coefficient, d14 (the description

of the PE coefficient that we used is provided

in table S1). The d14 can be derived from the
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Table 1. Experimental and theoretical PE properties of HH compounds. The experimental (Expt.)

and theoretical (Cal.) lattice parameter a; bandgap Eg; electrical conductivity s; elastic moduli C�eff,

C44, and C′
[111]; shear PE stress coefficient e14; PE strain coefficients d14 and d′

111½ �

33 ; and averaged

longitudinal PE strain coefficient �deff of TiNiSn, ZrNiSn, and TiCoSb compounds. The experimental

values were recorded at room temperature. Dashes indicate no data.

TiNiSn ZrNiSn TiCoSb

Expt. Cal. Expt. Cal. Expt. Cal.

a (Å) 5.9182(1) 5.9445 6.0986(1) 6.1462 5.8787(1) 5.8866
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Eg (eV) – 0.43 – 0.48 – 1.10
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

s (S/m) 1.3 × 104 – 1.1 × 104 – 0.1 × 104 –
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

C�eff (GPa) 255.1(1) – 210.7(1) – 273.5(1) –
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

C′
[111] (GPa) – 238.5 – 221.8 – 261.5

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

C44 (GPa) – 84.2 – 74.8 – 88.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

e14 (C/m
2) – 0.84 – 0.11 – 1.16

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

d14 (pC/N) 8 10.0 38 1.5 33 13.1
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

d′
111½ �

33 (pC/N) – 5.8 – 0.9 – 7.6
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

�deff (pC/N)

Upperside 5 ± 2 – 20 ± 2 – 19 ± 1 –
... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. .

Underside –5 ± 2 – –23 ± 4 – –19 ± 3 –
... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. .

Both sides 5 ± 2 – 22 ± 3 – 19 ± 2 –

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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perpendicular PE strain coefficient measured

in the [111]-direction,d′ 111½ �
33 . Over the past decade,

however, the PE effect in HH compounds has

remained only in the theoretical prediction

stage (35–37). DFT calculations predict that

the VFeSb compound has a promising shear

PE strain coefficient of about 100 pC/N, which

is comparable with that of BaTiO3-based ce-

ramics (10). The PE coefficients of TiNiSn and

ZrNiSn compounds are also predicted to be

on the same order of magnitude as SiO2 (19).

However, a large research gap exists in the

experimental observation of the PE effect in

HH compounds. HHs exhibit much greater

electrical conductivity (~10
4
S/m at room tem-

perature) (26–28) as compared with that of

traditional PE materials (~10
−15

S/m of PZT

at room temperature) (38), posing substan-

tial challenges for observing the PE response.

Experimental reports on the PEmeasurements

of HH compounds appear to be absent in the

existing literature, underscoring a critical area

in research.

We present experimental observations of the

PE effect in HH TiNiSn, ZrNiSn, and TiCoSb

compounds.Our findings reveal that SCsZrNiSn

and TiCoSb exhibit a large PE response, with a

PE coefficient of ~35 pC/N. Furthermore, we

have confirmed the thermal stability of the PE

effect in these compounds up to a high tem-

perature of 1173 K. We have demonstrated a

PE sensor using a TiCoSb SC without induced

polarization, which exhibits the prospect of

HHs in practical PE application. Our obser-

vations position these HH narrow-bandgap

semiconductors with the noncentrosymmetric

nonpolar structures as attractive candidates

for advanced PE materials. The successful ob-

servation of PE effect in HH compounds es-

tablishes a foundation for their broader use in

PEs and promotes the exploration of different

PE materials. Combined with their narrow-

bandgap semiconductor characteristics, this

synergy could drive the development of multi-

functional devices.

Experimental PE coefficient of HHs

We investigated the PE effect of polycrystalline

(PC) TiNiSn, ZrNiSn, and TiCoSb. We tested

the longitudinal PE strain coefficient, deff, using

the quasi-static method (fig. S1A). Although

these had high electrical conductivity s (1.8 ×

10
4
, 1.6 × 10

4
, and 0.7 × 10

3
S/m at 300 K for

TiNiSn, ZrNiSn, and TiCoSb, respectively), all

three compounds exhibited observable PE re-

sponses with the deff values ranging around 5

to 13 pC/N (fig. S1B). This PE effect motivated

Fig. 1. Characterization and

comparison of PE properties

for HH SCs. (A) Illustration

for the noncentrosymmetric

nonpolar crystal structure

of HH XYZ compounds. The

[111] direction, characterized

by one of the threefold

rotational C3 symmetry

operations in the noncentro-

symmetric nonpolar F�43m

space group, serves as the

basis for the intrinsic PE effect

observed in HH compounds.

(B) Photographs of the as-

grown single-crystalline TiNiSn,

ZrNiSn, and TiCoSb. (C) (Top)

Laue diffraction pattern for

a shining trapezoidal face of

the grown single-crystal

TiNiSn, ZrNiSn, and TiCoSb.

(Top middle) Precession

diffraction patterns for TiNiSn,

ZrNiSn, and TiCoSb samples

along the [0kl] direction.

(Bottom middle) Back-

scattered electron images

confirm the compositional uni-

formity of the samples.

(Bottom) The elemental

distribution obtained from

energy-dispersive x-ray spec-

troscopy analysis. (D) Sum-

mary of PE coefficient diN
values at room temperature

obtained in the currently stud-

ied HH crystals and other

compounds with F�43m, P63mc,

and P3221 space groups in

references (detailed data are

listed in table S2).
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us to carry out further investigations on HH

SCs, which could help in understanding the in-

trinsic coupling betweenmechanical response

and dielectric properties because the response

might be maximized when used with SCs of

specific orientations. However, acquiring a large

SC for ternary alloy compounds is challenging.

We grew high-quality single-crystal TiNiSn,

ZrNiSn, and TiCoSb using the self-fluxmethod

(26–28). Our as-grown single-crystal TiNiSn,

ZrNiSn, and TiCoSb crystals have dimensions

of several millimeters. The exposed shiny sur-

faces of the as-grown crystals can be observed

in the photographs (Fig. 1B), displaying the

characteristic pyramid shape of HH crystals

with preferential growth along the [111] di-

rection. The Laue x-ray diffraction (XRD) pat-

terns (Fig. 1C) reveal distinct spots, confirming

the single-crystalline nature of the as-grown

crystals. The trapezoid and equilateral triangle

shiny surfaces correspond to plates perpen-

dicular to the growth direction, aligned along

the [111] directionwithin the cubicF�43m space

group. This observation is consistent with the

simulated pattern, demonstrating the good

quality and crystallinity of the as-grown single-

crystal TiNiSn, ZrNiSn, and TiCoSb.

We measured the single crystal XRD (SC-

XRD) scattering intensities in the [0kl] (Fig.

1C), [h0l] (fig. S2A), and [hk0] directions (fig.

S2B) of reciprocal space confirmed the crys-

tallinity of the TiNiSn, ZrNiSn, and TiCoSb

samples. We resolved the crystal structures

as an ideal HH with a cubic structure (space

group F�43m), in which X, Y, and Z atoms are

positioned at the 4a (0 0 0), 4c (1/4 1/4 1/4),

and 4b (1/2 1/2 1/2) Wyckoff sites, respectively.

The refinement results from our analyses are

summarized in table S3. Additionally, powder

synchrotron radiation XRD (SR-XRD) patterns

(fig. S3) displayed the absence of obvious sec-

ondary phases, in addition to only minimal

traces of Sn or Sb flux identified in the samples.

To mitigate the influence of the Sn and Sb

flux residues, we carefully mechanically pol-

ished the samples from the central regions. Our

Rietveld refinements of the powder SR-XRD

patterns confirmed lattice parameters and

atomic coordinates similar to those refined

from SC-XRD (table S4). Energy-dispersive

x-ray (EDX) compositional mapping of the

polished sample surfaces demonstrated a near-

ly uniform elemental distribution (Fig. 1C).

Furthermore, electron probe microanalysis

(EPMA) verified that the actual composition

closely matched the nominal composition for

all three crystals (table S5). We did not detect

secondary phases in the polished samples ac-

cording to the EPMA results. Overall, we dem-

onstrated the successful growth of high-quality

SC-TiNiSn, ZrNiSn, and TiCoSb for our subse-

quent measurements of their PE properties.

Initially, experimental PEmeasurements re-

vealed the shear PE strain coefficients, d
Expt
14 ,

of single-crystal TiNiSn, ZrNiSn, and TiCoSb

to be 8, 38, and 33 pC/N, respectively (Fig.

1D). The PE strain coefficients for ZrNiSn

and TiCoSb are very high for materials within

the F�43m space group, exceeding the PE co-

efficient of commercial SiO2 by an order of

magnitude. Although the values are lower than

those of ferroelectric PZT and PMN-PT mate-

rials (Fig. 1D), these narrow-bandgapHH com-

pounds are notable for their potential PE

performance, compared with that of other

wide-bandgap semiconductors without exter-

nally electric field–induced polarization, such as

GaSb (2.9 pC/N) (16) and SiO2 (2.3 pC/N) (19).

To achieve the PE strain coefficient, we need

to prepare single-crystal TiNiSn, ZrNiSn, and

TiCoSb [111]-cut plates. On the basis of the non-

centrosymmetric structure of the F�43m space

group, HH crystals possess only one nonzero

element in the PE matrix: shear PE strain co-

efficient d14. The d14 signifies that the applica-

tion of shear stress along the [010] direction

on the (001) plane, which is orthogonal to the

Z axis, leads to polarization along the [100]

direction. The position relationship between

[111]-cut plate (in a X″Y″Z″ coordinate system)

and raw HH crystal (in a XYZ coordinate sys-

tem) is shown in Fig. 2A. The detailed pro-

cessing of single-crystal HH [111]-cut plates is

illustrated in fig. S4. The single-crystal TiNiSn,

ZrNiSn, and TiCoSb [111]-cut plates are shown

in Fig. 2B. As demonstrated in Fig. 2C, we as-

signed the measured values of the PE coeffi-

cient as positive or negative on the basis of the

upperside and underside of the samples. The

sign of the longitudinal PE strain coefficient,

d�

eff , at the upperside and underside of each

crystal sample is opposite, indicating that the

[111] lattice plates exhibit opposite charges

when subjected to a perpendicular force, as a

result of the PE characteristics of the HH crys-

tals. Moreover, we calculated the averaged

values of the longitudinal PE strain coeffi-

cients measured on the upperside and under-

side of the crystals (Table 1). The averaged

absolute �deff values for both sides are 5 ± 2,
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Fig. 2. Preparation and comparison of PE coefficients for the studied HH compounds. (A) Schematic

illustration of the position relationship between [111]-cut plate (in a X″Y″Z″ coordinate system) and raw

HH crystal (in a XYZ coordinate system). (B) Photographs display the morphology of TiNiSn, ZrNiSn, and

TiCoSb [111]-cut plates. Regions “A” to “E” were selected on both the upperside and underside surfaces

of the samples, as indicated on the TiNiSn [111]-cut plate. (C) Histograms plot the d�eff, for the A to E regions

of TiNiSn, ZrNiSn, and TiCoSb samples. The dashed lines indicate the average longitudinal PE strain

coefficient �deff.
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22 ± 3, and 19 ± 2 pC/N for TiNiSn, ZrNiSn,

and TiCoSb, respectively, indicating homoge-

neity in the compositions of the three samples.

Among the three samples, the TiNiSn crystal

had the smallest value of average longitudinal

PE strain coefficient, �deff , whereas the ZrNiSn

and TiCoSb crystals displayed nearly equal
�deff values. By using the relationship between

d14 andd
′ 111½ �
33 for the HH crystals (39), we could

experimentally determine the d
Expt
14 values for

the single-crystal TiNiSn, ZrNiSn, and TiCoSb

crystals: 8, 38, and 33 pC/N, respectively.

Theoretical PE coefficient of HHs

Using refined crystallographic data, we con-

ducted first-principles calculations to estimate

the PE coefficients for TiNiSn, ZrNiSn, and

TiCoSb compounds. The calculated results—

including lattice parameter, bandgap, elastic

constant, and PE coefficient of TiNiSn, ZrNiSn,

and TiCoSb compounds—are summarized in

Table 1. We observed a good agreement be-

tween the theoretical and the experimental

values of lattice parameters for the TiNiSn,

ZrNiSn, and TiCoSb compounds.

Calculations of the strain response yield the

elastic constant C44 and PE stress coefficient

e14, from which d14 is determined by using the

relation d14 = e14/C14: The elastic constants for

these compounds adhere to Born’s criteria to

demonstrate their mechanical stability (C44 >

0, C11 + 2C12 > 0, and C11 – C12 > 0) (40). The

calculated shear PE strain coefficient d14
values of TiNiSn, ZrNiSn, and TiCoSb com-

pounds are 10.0, 1.5, and 13.1 pC/N, respec-

tively. The computational results of TiNiSn

and ZrNiSn compounds are in agreementwith

those of Roy et al. (35).

Moreover, according to the formula of the

coordinate rotation transformation, d14 for a

[001]-cut plate in single-crystalline HH is
ffiffiffi

3
p

times the longitudinal PE strain coefficient

d′ 111½ �
33 for an [111]-cut plate. The [001]- and [111]-

cut plates are presented as the perpendicular

cutting along the [001] and [111] directions of

the crystal coordinate axis, respectively. The

calculated d′ 111½ �
33 values of TiNiSn, ZrNiSn, and

TiCoSb compounds are 5.8, 0.9, and 7.6 pC/N,

respectively. These theoretical results suggest

that TiNiSn and TiCoSb compounds have prom-

ising electromechanical properties, offering

valuable insights for the experimental realization

and further exploration of high-performance

PE materials.

The experimentally measured d14 value is

larger than the calculated value for ZrNiSn,

whereas they are closer for TiNiSn and TiCoSb.

Previous studies on HH compounds have

shown that intrinsic point defects introduced

by interstitial atoms at 4d sites and antisites

can effectively alter HH compounds’ electrical

transport properties (41–44). Crystallographic

defects are known to play a substantial role in

the transport properties of HH compounds.

For example, the as-prepared ZrNiSn exhibits

n-type conduction because the defects influence

Fig. 3. The pressure

sensitivity

measurement

of the TiCoSb

[111]-cut plate.

(A) Side and top view

of the PE sensor

demo for the TiCoSb

sample. (B) Schematic

diagrams of the state

by finger tapping

and the circuit

diagram. (C) The force-

dependent open-

circuit voltage. (D to

F) The time-dependent

open-circuit voltage

with (D) heavy force,

(E) medium force,

and (F) slight tap.

(G) The circuit

diagram of charging

a capacitor with a

typical bridge-rectifying

circuit. (H) Time-

dependent voltage

in charging the capaci-

tor with 1 mF and

(I) enlarged plot of

the charging curves.

Sample

Zener diode

Voltmeter RV ≈ ∞

RI CI

Side view 2 mm
A B

Force (N)

V
o
lt
a
g
e
 (

×
1
0
  

 V
)

-3

V

Top view

0.25

0.20

0.15

0.10

0.05

0

6050403020100 6050403020100 6050403020100

0.25

0.20

0.15

0.10

0.05

0

0.25

0.20

0.15

0.10

0.05

0

D E F22.6 ± 1.4 N 15.0 ± 2.3 N 8.9 ± 0.7 N

V
o
lt
a
g
e

(×
1
0
  
 V

)
-3

Time (s) Time (s) Time (s)

Rectifier

bridge

V

Zener diode

RV ≈ ∞

RI

CI

Capacitor

1 µF 50 V

Sample
G

Voltmeter

CE

H

V
o

lt
a

g
e

(×
1

0
  

 V
)

-3

Time (s) Time (s)

Ica. 15 N
1.8

1.7

1.6

1.5

1.4

1.3

1.2
201918171615

5

4

3

2

1

0
403020100

C
0.25

0.20

0.15

0.10

0.05

0
302520151050

RESEARCH | RESEARCH ARTICLES

1190 14 MARCH 2025 • VOL 387 ISSUE 6739 science.org SCIENCE



the electrical transport. Previous reports sug-

gest that introducing defects into PEmaterials

can form defect dipoles, leading to local lat-

tice distortions and reduced symmetry, which

may enhance their PE performance (45–47).

The observed discrepancy between experi-

mentally measured and theoretically calcu-

lated PE properties in ZrNiSn and TiCoSbmay

be attributed to the presence of intrinsic de-

fects within the crystal structure. This high-

lights the potential of defect engineering in

narrow-bandgap semiconductors to substan-

tially enhance their PE properties. Exploring

the relationship between crystallographic de-

fects and PE performance is one attractive

option for achieving superior PE properties

through defect engineering.

Pressure sensitivity measurement

To further explore the potential application of

HH materials in the field of piezoelectricity,

we subjected a PE sensor consisting of a single-

crystal TiCoSb [111]-cut plate. TiCoSb was se-

lected for the pressure sensitivitymeasurement

demonstration because of its relatively larger

crystal size (Fig. 1B), compared with that of

TiNiSn and ZrNiSn. We coated pure copper

electrodes with Epo-tek H20E epoxy adhesive

to connect to the single-crystal TiCoSb [111]-

cut plate (Fig. 3A) (39). We investigated the

resulting open-circuit voltage and charge dis-

tribution of the PE crystal when subjected to

compression along the thickness direction.

The pressing process can be divided into three

distinct stages: (i) an initial stage with no

pressure applied, (ii) an intermediate stage

with maximum applied pressure, and (iii) a

final stage of released pressure (schematically

illustrated in fig. S5). During this process, the

open-circuit voltage exhibited a specific behav-

ior. It began at zero during the initial stage

without pressure, reached its maximum value

under the maximum applied pressure, and

then returned to zero as pressure was gradu-

ally released.

We demonstrated the open-circuit voltage at

room temperature for the single-crystal TiCoSb

[111]-cut plates under three different pressure

modes: [mode I] heavy pressure, [mode II]

medium force, and [mode III] slight tapping

without external resistors. The relationship

between the open-circuit voltage and the ap-

plied pressure is illustrated in Fig. 3C. A fitted

dashed line in Fig. 3C shows that the open-

circuit voltage increases linearly with increas-

ing pressure. As shown in Fig. 3, D to F, the

open-circuit voltage decreased from 0.2 × 10
−3

to about 0.05 × 10
−3

V, with a decreasing per-

pendicular force from 22.6 ± 1.4 to 8.9 ± 0.7 N.

For heavy and slow tapping, the obtained volt-

age was about 0.20 × 10
−3

V (Fig. 3D). With

medium force and patting, the obtained volt-

age was 0.10 × 10
−3

V (Fig. 3E). For slight and

fast tapping, a voltage response of about 0.05 ×

10
−3

V was achieved (Fig. 3F). Moreover, the

output voltage of the TiCoSb [111]-cut plate at

a force of 30 N was nearly unchanged for dif-

ferent loading durations of 10, 20, 30, and 60 s

(fig. S6A). Under sustained pressure, the out-

put voltage stabilized at a fixed value and re-

mained unchanged as the duration increased.

Upon removal of the pressure load, the voltage

instantaneously dropped to zero. When the

pressure load was fixed while the interval

changes, the output voltage of the sample re-

mained stable (fig. S6B). Furthermore, the out-

put voltage increased with the increased

applied load (fig. S6C).

Furthermore, we devised an experimental

setup to assess the charging capability of the

[111]-cut plate of TiCoSb crystal. The schematic

illustration of the charging process is depicted

in Fig. 3G, in which the sample is connected to

a 1-mF, 50-V capacitor, arranged in series with

a Zener diode and a standard bridge rectifying

circuit. The charging profile of the capacitor

subjected to continuous finger tapping and a

voltage of up to 2.55mV can be reached within

30 s (Fig. 3H). A zoomed-in view of the charg-

ing process within an interval of 5 s is provided

in Fig. 3I, with the vibrating energy-harvesting

circuit being connected in a continuum by a

rectifier bridge. These outcomes underscore

that TiCoSb, as a representative of narrow-

bandgap HH semiconductors, can serve as a

viable material for PE sensors.

Temperature-dependent PE coefficient

High-temperature PEmaterials have potential

applications in aerospace, nuclear energy, auto-

mobile manufacturing, energy exploration,

and high-temperature monitoring, which need

to operate at low frequencies (10
2
to 10

3
Hz

range) and high frequencies (10
6
to 10

9
Hz

range) based on bulk and surface acoustic

waves (48, 49). PE materials such as GaN ni-

trides (17, 18), (Al, Sc)N–based nitrides (50–53),

and high-entropy oxides (54–56) exhibit high

thermal stability under elevated temperatures,

making them suitable for high-temperature

PE applications. Moreover, efforts to advance

these materials must address ongoing chal-

lenges, including undesired leakage current

and reduced sensitivity (57). On one hand, a

major limitation in ferroelectric-type PEmate-

rials is the occurrence of phase transition,

which generally leads to the instability of PE

propertieswith increasing temperature (48, 49).

On the other hand, the bipolar effect–induced

rapid increase in the electrical conductivity

of PE materials might have a negative effect

on the sensitivity (57). PC-HH materials show

great promise for high-temperature thermo-

electric conversion applications (25, 30) but

may also have potential for high-temperature

PE applications.

To evaluate the thermal stability of HH com-

pounds at high temperature, we conducted

differential scanning calorimetry (DSC) mea-

surements from 324 to 1173 K for TiNiSn,

ZrNiSn, and TiCoSb crystals (fig. S7). A small

endothermic peak at 506.3(1) K in the TiNiSn

and ZrNiSn (where the number in parentheses

is the margin of error) resulting from the

residual Sn flux appears in the chosen crystals.

Within the tested temperature range, the DSC

heating and cooling curves indicate that no

obvious phase transitions or decomposition

occur in these three crystals, demonstrating

the excellent high-temperature thermal stabil-

ity of the HH materials.

Fig. 4. Mechanical and thermal

stability of TiNiSn, ZrNiSn,

and TiCoSb compounds.

(A) Compressive stress-strain

curves for TiNiSn, ZrNiSn,

and TiCoSb, illustrating their

mechanical behavior under

compression. (B) Temperature-

dependent of d�eff (unfilled

makers) and d
Expt
14 (filled

makers) for TiNiSn, ZrNiSn,
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For further analysis of mechanical and

temperature-dependent PEproperties,wemea-

sured the elastic moduli and high-temperature

longitudinal PE strain coefficients d�

eff of the

TiNiSn, ZrNiSn, and TiCoSb crystals. The

elastic moduli were determined by measuring

the room-temperature stress-strain curves dur-

ing compression using dynamic mechanical

analysis (DMA) (Fig. 4A). The resulting elastic

moduli, C�

eff , for single-crystal TiNiSn, ZrNiSn,

and TiCoSb [111]-cut plates we obtained were

255.1(1), 210.7(1), and 273.5(1) GPa, respectively

(Table 1). On the basis of the matrix transfor-

mation relationship of elastic constant for

[001]-cut plate and [111]-cut plate in HH crys-

tal (39), the calculated value C′
[111]

is com-

parable with the experimentally obtained value

C�

eff . These values, compared with those in

Rogl et al. (171.6 and 187.7 GPa for the PC-

TiNiSn and ZrNiSn, respectively) (29), indicate

that single-crystal HHs also exhibit good me-

chanical properties.

Moreover,we furthermeasured the temperature-

dependent d�

eff for the TiNiSn, ZrNiSn, and

TiCoSb crystals under an argon atmosphere.

As shown in Fig. 4B, the d
Expt
14 values of all three

samples remained stable from 300 to 1173 K.

The average d
Expt
14 values over this entire tempe-

rature rangewere found tobe 14, 23, and23pC/N

for the TiNiSn, ZrNiSn, and TiCoSb samples,

respectively. This temperature-independent

PE performance underscores the potential suit-

ability of HH compounds for high-temperature

PE applications.

To better understand the relationship be-

tween the electrical conductivity and PE per-

formance of HHmaterials, we furthermeasured

the temperature-dependent electrical conduc-

tivity of TiNiSn, ZrNiSn, and TiCoSb crystals

(fig. S8). The electrical conductivity of TiNiSn

and ZrNiSn increaseswith temperature, show-

ing a semiconducting behavior. For TiCoSb,

the electrical conductivity even decreases with

increasing temperature and shows metallic be-

havior. Overall, the bipolar effect–contributed

electrical conductivity of the studied HH crys-

tals shows amuchweaker temperature depen-

dence when compared with that of some

conventional PE materials that can exhibit an

increase of electrical conductivity by five orders

of magnitude in this temperature range (58, 59).

This could explain why the measured PE co-

efficients of these HH compounds do not vary

obviously with increasing temperature.

Conclusions

We observed the direct PE effect in PC and

single-crystalline HH TiNiSn, ZrNiSn, and

TiCoSb. The PE strain coefficients of single-

crystal ZrNiSn and TiCoSb exhibit high values

of approximately 38 and 33 pC/N at room

temperature, respectively, which is notable

for materials within the noncentrosymmetric

nonpolar structures. The large PE response we

observed in the PE sensor, demonstrated by

using a single-crystal TiCoSb [111]-cut plate,

underscores their potential applications. Addi-

tionally, the high-temperature mechanical

stability highlights their suitability for use in

advanced PE devices and sensors. HHnarrow-

bandgap semiconductors with noncentrosym-

metric cubic structures position these crystals

toward the forefront of potential PEmaterials.

The successful experimental observation of PE

properties in HH compounds establishes a

foundation for their broader utilization in PE

applications and facilitates the exploration of

new PE materials within the narrow-bandgap

semiconductors.
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PALEONTOLOGY

Mesozoic mammaliaforms illuminate the origins of
pelage coloration
Ruoshuang Li1, Liliana D’Alba2,3, Gerben Debruyn3, Jessica L. Dobson3, Chang-Fu Zhou4,5,

Julia A. Clarke6, Jakob Vinther7, Quanguo Li1*, Matthew D. Shawkey3*

Pelage coloration, which serves numerous functions, is crucial to the evolution of behavior,

physiology, and habitat preferences of mammals. However, little is known about the coloration of

Mesozoic mammaliaforms that coevolved with dinosaurs. In this study, we used a dataset of

melanosome (melanin-containing organelle) morphology and quantitatively measured hair colors

from 116 extant mammals to reliably reconstruct the coloration of six Mesozoic mammaliaforms,

including a previously undescribed euharamiyidan. Unlike the highly diverse melanosomes

discovered in feathered dinosaurs, hairs in six mammaliaforms of different lineages and diverse

ecomorphotypes showed uniform melanosome geometry, corresponding to dark-brown coloration

consistent with crypsis and nocturnality. Our results suggest that the melanosome variation and

color expansion seen in extant mammals may have occurred during their rapid radiation and

diversification after the Cretaceous-Paleogene extinction.

I
ntegumentary coloration, driven by both

sexual and natural selection, is prevalent

and serves numerous functions in living

organisms, including thermoregulation,

crypsis, aposematism, intraspecies recog-

nition,mate selection, and communication (1–5).

Color variability differs between vertebrate clades:

Whereas tropical birds exhibit vivid and variable

plumage coloration, extant mammals are charac-

terized by relatively subdued shades of black,

brown, gray, yellow, or red (4). Although lim-

ited in their color palette, owing in part to the

use of only a single pigment type (melanin)

and limited iridescence (6, 7), extantmammals

have attained distinctive appearances through

the arrangement of those colors in discrete

patterns, with adaptive significance recognized

since the 19th century (8). Despite this impor-

tance, as well as long-standing interest from

scientists and the public, our understanding

of the origin and evolutionary history of mam-

malian colorationhas laggedbehind that of other

groups, such as birds, because limited data exist

on the color of extinct mammals known only

from fossils, and no such attempt has been

made for Mesozoic mammaliaforms (9).

Reconstructing the colors of fossil organ-

isms was once thought to be impossible. How-

ever, the discovery that melanosomes, the

melanin-containing organelles that produce

colors in vertebrate integument, can be pre-

served in fossils as three-dimensional (3D)molds

or imprints has revolutionized our understand-

ing of integumentary coloration in deep time

(10). Reconstruction of the colors of dinosaurs

as far back as the Jurassic has elucidated the

function and evolution of early feathers (11, 12).

The same is not true for mammal pelage, even

though exquisite fossils with fur preservation

were discoveredmore than a decade ago (13, 14).

As in other vertebrates, mammalian mela-

nosomes contain two chemical varieties of me-

lanin: eumelanin, producing blacks and browns,

and pheomelanin, producing yellows and reds

(15). Colors of hair are produced by light ab-

sorption by a mixture of these two forms and

have been associated with the morphology of

the melanosomes themselves (16). Comparison

of fossil and extant melanosomes can therefore

enable reconstruction of fossil colors and, when

coupled with broader analysis across the speci-

men, color patterns (17). We collected data on

melanosomemorphology (using scanning elec-

tron microscopy) and color (using microspec-

trophotometry) fromhairs of 116 extantmammal

species (n = 2615 melanosomes), including rep-

resentatives of most clades in crownMammalia,

and produced amodel that accurately predicts

color from morphology. Whereas previous re-

constructions have relied on binary, subjective

color categories (17), we used spectrophoto-

metric data to more precisely and objectively

describe the spectrum of colors. We then ap-

plied this model to fossilized melanosomes in

six phylogenetically and ecologically diverse

taxa of the Yanliao and Jehol biotas from

northeastern China, thereby reconstructing

the pelage coloration of Mesozoic mammalia-

forms. A previously undescribed fossil, inten-

sively sampled andwith themost complete fur

preservation, is diagnosed by its distinctive

dental pattern as a new species of Euharami-

yida (18), adding to the known diversity in the

Late Jurassic terrestrial ecosystem.

Systematic paleontology

Mammaliaformes Rowe, 1988 (19)

Euharamiyida Bi et al., 2014 (18)

Arboroharamiyidae Zheng et al., 2013 (20)

Arboroharamiya fuscus sp. nov.

Etymology. fuscus (Latin): dark, swarthy,

dusky. The specific name fuscus refers to the

dark coloration of pelage as reconstructed in

this research.

Holotype. The holotype (CUGB-P1901, China

University of Geosciences, Beijing, China) repre-

sents a partial skeleton exposed in ventral view

(Fig. 1). The skull is partly preserved, teeth are

dislocated and clustered around the skull, distal

limbs and most of the phalanges are well pre-

served, and vertebrae (except caudal vertebrae)

and integumentary tissues (including patagium

for gilding) are preserved as impressions.

Locality and age. The specimen was col-

lected from the Tiaojishan Formation at

Nanshimenvillage,GangouTownship,Qinglong

County, Hebei Province, China. The age of the

strata is 158.58million years within Oxfordian,

Late Jurassic (21).

Diagnosis. Medium-sized euharamiyidan

with a body mass estimated at 156 g. Dental

formula presumed as I1-C0-P2-M2/i1-c0-p1-m2

(I, incisor; C, canine; P, premolar; M, molar;

capital, upper teeth; lowercase, lower teeth)

(Fig. 1). Similar to Arboroharamiya jenkinsi

(20) but differing from other euharamiyidans

in having larger teeth, P4 (ultimate upper pre-

molar) being transversely wider than mesio-

distally long, p4 (ultimate lower premolar) having

simple distal heel with four minor cuspules

distally, andmolars bearingmore cusps. Differs

from A. jenkinsi in having M1 (first upper

molar) subrhomboidal with longermesial cusped

ridge, m1 (first lowermolar) narrower andwith

more cusps on both lingual and buccal rows;

differs from A. allinhopsoni (22) in having four

minor cuspules distally on the distal heel of p4

andmore cuspsonmolars; differs fromXianshou

(18) and Vilevolodon (23) in having larger tooth

size and more cusps on cheek teeth. Further dif-

fers fromMirusodens (24), kermackodontids

Kermackodon (25), and Butlerodon (26) in

lacking heart-shaped P4, lacking secondary

cusp row between the two primary cusp rows

on uppermolars, and lacking serrations on the

hypertrophic a1 of p4. Further differs from

shenshouids Shenshou (18) and Qishou (27) in

lacking p4 submolariform with two cusp rows

on the distal heel and having more cusps on

cheek teeth with hypertrophic A1/a1; differs

from Maiopatagium (28) in having enamel

ridges and more conical cusps on cheek teeth

with central basin closedmesially and distally.

Further comparison and description ofA. fuscus

are included in the supplementary materials.
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Integumentary impressions are preserved

in the holotype specimen of A. fuscus, distrib-

uted as deep colored patches around the limb

bones, torso, and caudal vertebrae (Fig. 1, A

and B). Well-arrayed hairs are distinguish-

able in thematrix (Fig. 2, D and E, and fig. S2);

these are thicker around the body and thinner

in the outer area. There is no clear membrane

edge preserved, but the extension of fine hair

impressions in the area spanning between the

wrists and ankles, along with thick hair im-

pressions in the caudal area, suggests the loca-

tion of the plagiopatagia and uropatagia (Fig. 2,

C to E). X-ray fluorescence imaging (XRF) shows

Ca and Cu enrichment correlated to hair im-

pressions (Fig. 2C and fig. S4). Further examina-

tion under the scanning electron microscope

revealed dense fossil melanosomes preserved

both in 3D and in impression (Fig. 2, F and G,

and fig. S3).

In addition to A. fuscus, we analyzed mela-

nosomes of five otherMesozoic fossils preserved

with integumentary impressions fromtheYanliao

and Jehol biotas of northeastern China (Fig. 2A

and fig. S1; see supplementary materials, sup-

plementary text section E). Three of the fossils

[A. fuscus,Megaconusmammaliaformis (PMOL-

AM00007), and Vilevolodon diplomylos (SDUST-

V0010)] are placed in “Haramiyida,” a taxon

including the earliest gliders (29). Two fossils

(SDUST-V0006andSDUST-V0007) are assigned

to Docodonta, a clade with species assessed to

occupy diverse niches (e.g., fossorial, arboreal, or

swimming) (13, 30, 31). The last fossil (SDUST-

V0008) from the Lower Cretaceous is eutherian,

placed in crown Mammalia. The phalangeal

proportions and skeletal characteristics of the

six fossils suggest that they belonged to distinct

ecomorphotypes (Fig. 2B and fig. S5; supple-

mentarymaterials, supplementary text sectionF).

A. fuscus and V. diplomylos have patagia and

prehensile claws, indicating an arboreal lifestyle

and gliding ability.M. mammaliaformis and

docodontan SDUST-V0006 are terrestrial and

ground-living, whereas docodontan SDUST-

V0007 shows heavy molar abrasion and thick

bone walls, suggesting a ground-living habitat

with fossorial ecology. Eutherian SDUST-V0008

has a pedal phalangeal index close to that of

Eomaia scansoria (32), suggesting a scansorial

or arboreal ecology (32, 33). Among analyzed

fossils,M.mammaliaformis (PMOL-AM00007),

from the Middle Jurassic Tiaojishan Forma-

tion, is one of the oldest fossils reported with

fur impression surrounding its body (14).

Close examination shows that the fur of

M.mammaliaformis was differentiated into

thick guard hair and thinner underfur (14), but

four other fossils from the Upper Jurassic

(A. fuscus, V. diplomylos, SDUST-V0006, and

SDUST-V0007) show no differences in hair

diameter, with all hairs measuring between

0.02 and 0.04 mm (fig. S2). Although the hair

impressions in eutherian SDUST-V0008 are

scarce, a few of its distinguishable hairs also

measure between 0.02 and 0.04mm (fig. S2).

Samples from hair impressions in all fossils

show preservation of melanosomes (fig. S3).

With precautions to rule out influences of

nonintegumentary tissues and shrinkage during

diagenesis (see supplementary materials), we

measured the geometry of fossil melanosomes

A B C

D

A

Fig. 1. The holotype specimen and teeth of A. fuscus. (A) The holotype

specimen of A. fuscus (CUGB-P1901). (B) Line drawing of A. fuscus. Red dots

represent sample locations for melanosome analyses. ca, caudal vertebrae; lfe,

left femur; lfi, left fibula; lh, left humerus; lra, left radius; lm, left manus; lp,

left pes; lti, left tibia; lul, left ulna; rfe, right femur; rfi, right fibula; rh, right

humerus; rm, right manus; rp, right pes; rra, right radius; rti, right tibia; rul, right

ulna; tr, thoracic ribs. (C) Upper and lower teeth in buccal view. P4, ultimate

upper premolar; M1, first upper molar; i1, lower incisor; p4, ultimate lower premolar;

m1, first lower molar. All teeth are from left dentition except M1, which is mirrored

from the right first upper molar. (D) Occlusal views of teeth. All teeth are from

left dentition except M1. The cusp tips on the buccal half of P4 and the lingual half of

M1 were incomplete; cusp tips were reconstructed on the basis of preserved dentin

and the outline of the tooth crown. brd, buccal ridge; drd, distal ridge; lrd, lingual

ridge. Detailed description is included in the supplementary materials.
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in the six fossils, which exhibits high consistency

both between and within fossil specimens and

falls within the range of extantmammalmelano-

somemeasurements (Fig. 3). Extant mammal

melanosomes are diverse in size and shape.

Length varieswithin a range of ~1800nm (346 to

2129 nm), and width varies within ~700 nm (219

to 921 nm). Thus, their aspect ratios range

from 1.01 to 4.78 (i.e., almost spherical to highly

tubular). By contrast, fossil melanosome geo-

metries are confined to the upper end of extant

melanosome size range,with lengths andwidths

varying by only ~500 and ~400 nm, respec-

tively (Fig. 3), and all approximate an oval

shape. Extreme melanosome shapes (either

extremely round or elongated) as seen in ex-

tant mammals were not recovered from any

of the fossils. Together, these data suggest that

ancestral hairmelanosomes are low-aspect-ratio

(length/width < 2) with limited diversity, which

is possibly linked with lower basal metabolic

rates (fig. S7) (34). Our MCMCglmm analysis

revealed a direct correlation between melano-

some shape and hair color in extant mammals:

Colorfulness (as measured by the first principal

component of microspectrophotometric data)

is negatively correlated with increasing length

at a given width (P < 0.005) and positively

correlated with width (P < 0.005) of melano-

somes. That is, melanosomes of brightly colored

hairs (such as red and orange) are more sphe-

rical,whereasmelanosomesof dull-coloredhairs

(black, brown) are more elongated in shape.

Furthermore, melanosome density, but not

morphology, was significantly associated with

the second principal component of color, which

differentiates reds from yellows, suggesting

higher melanosome densities in redder hairs

than in less red hairs (P = 0.005). However,

the melanosome density of fossil hair is not

measurable, owing to the mixing of melano-

somes from multiple hairs during fossilization.

Surprisingly, no other variable, such as hair

thickness or melanosome size variance, pre-

dicted coloration as they do in birds (see mate-

rials andmethods), andmicrospectrophotometric

data show thatmost individualmammalian hairs

are brownish (even those perceived as black)

and that true black or grayhairs are rare (fig. S6).

We reconstructed reflectance curves of fossil

hairs for the assessed six taxa on the basis of

the geometry of their melanosomes. All mea-

surements from all sample locations on all

fossils had predicted principal component

1 values corresponding to low reflectance and

unsaturated coloration (Fig. 3 and table S5).

XRF results of the fossils showed no evidence

of Zn associated with pheomelanin (35) but

high concentration of Cu associated with eu-

melanin in the integumentary impressions

Thrinaxodon
Morganucodon

Hadrocodium
Docodontiformes

Haramiyavia
Thomasia

Megaconus mammaliaformis
Maiopatagium
Shenshou lui

Mirusodens caii
Arboroharamiya jenkinsi
Arboroharamiya allinhopsoni
Arboroharamiya fuscus

Xianshou linglong
Xianshou songae

Vilevolodon diplomylos

Prototheria
Eutheria

Metatheria

First appearance
of fur

Mammalia

250 201 145 66 0 Ma

Triassic Jurassic Cretaceous Cenozoic

Euharamiyida

Va

Ca

Xs

Mf

AjSlu
Ss

Es

As
Jj

Re

Ms

Sl

Arboroharamiya fuscusArboroharamiya fuscus
Vilevolodon diplomylosilevolodon diplomylos

A

C

GF

ED

B

5 cm

1 mm 2 mm

Pedal ray 3 phalangeal

proportions

Fig. 2. Phylogenetic position of A. fuscus, phalangeal proportion analysis

of five fossils, the Ca and Cu distribution, and hair and melanosome

preservation in A. fuscus. (A) Phylogenetic position of A. fuscus in

Euharamiyida (blue shaded rectangle); large-scale phylogeny tree is adopted

from (50). Blue arrows, investigated fossils or the clade; black arrows,

investigated extant mammalian clades; blue dot, the chronological position of

SDUST-V0008. (B) Pedal ray 3 phalangeal proportion analysis of five fossils.

Aj, Arboroharamiya jenkinsi; As, Agilodocodon scansorius; Es, Eomaia scansoria;

Jj, Jeholodens jenkinsi; Mf, Maiopatagium furculiferum; Ms, Maotherium sinsensis;

Re, Rugosodon eurasiaticus; Slu, Shenshou lui; Sl, Sinobaatar lingyuanensis;

Ss, Sinodelphys szalayi; Va, Volaticotherium antiquus; Xs, Xianshou songae.

(C) Calcium distribution in A. fuscus is correlated with skeleton, and copper

distribution is correlated with hair impressions. Dashed yellow lines represent

the extension of patagium, and the two yellow arrows indicate magnified areas

corresponding to (D) and (E). (D) Hair impressions preserved in the marginal

area of the left plagiopatagia. (E) Dense hair impressions preserved in the

caudal area. (F) Melanosomes in A. fuscus preserved as impressions.

(G) Melanosomes in A. fuscus preserved as 3D molds.
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(Fig. 2C and fig. S4) (36), supporting a dark

coloration dominated by eumelanin. Together,

these data indicate that the assessed six Meso-

zoicmammaliaformshaduniformly dark brown

colorationwithminor differences (Figs. 3 and4).

Reconstructing the paleocolors of the six fos-

sils provides physical evidence that pelage col-

oration inMesozoicmammaliaformswas limited

in diversity and darkly colored. The consistency

inmelanosomegeometry of fossils suggests that,

despite distinct variation in phylogeny and ecol-

ogy, the melanin color system inMesozoicmam-

maliaforms was largely invariant. This contrasts

with thehighdiversityofmelanosomes in feathered

dinosaurs, early birds, and pterosaurs (34, 37, 38),

indicating a different and unique evolutionary

pattern of mammaliaform melanin color sys-

tem after the sauropsid-synapsid split.

Samples taken from different integumentary

locations of each fossil resulted in uniformly

dark brown color, with no evidence of color

patterns such as striping, spots, or counter-

shading as seen in extant mammals, indicat-

ing that color patterns on the pelage might

be a derived trait. Although the sex of fossils

is difficult to determine, the highly confined

reconstruction results suggest the absence of

sexual dichromatism. The pelage coloration

scheme in Mesozoic mammaliaforms was

therefore unlikely for recognition or sexual dis-

play purposes but mostly for thermoregulation,

for enhancing tactical sensory perception (39),

for abrasion resistance, and for crypsis.

Most small Mesozoic mammaliaforms were

likely nocturnal, as suggested by ancestral re-

construction of eye shape of extant mammals

A

C

D E

B

Fig. 3. Melanosome diversity and pelage coloration across extant mammals

and Mesozoic mammaliaforms. (A) Scatterplot of individual melanosome

measurements from 116 extant mammals and six fossils; dot color shows RGB

values derived from spectral curves measured at specific hair locations. Extant

hair melanosomes, n = 2615; A. fuscus, n = 760; M. mammaliaformis, n = 103;

V. diplomylos, n = 395; docodontan SDUST-V0006, n = 289; docodontan

SDUST-V0007, n = 407; eutherian SDUST-V0008, n = 205. (B) Width variation of

melanosomes. (C) Length variation of melanosomes. (D) Measured reflectance

spectra of selected extant mammals [Vulpes vulpes (orange), Ailurus fulgens

(red), Cephalophus dorsalis (brown), Pelomys fallax (darker brown), and

Mephitis mephitis (black)] and predicted reflectance curves for six Mesozoic

mammaliaforms (browns), highlighting their constrained brown coloration and

minimal variation. (E) Detailed view of the predicted reflectance curves for the

six Mesozoic mammaliaforms.
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(40, 41) and phylogenetic inference of the genes

involved in color perception and phototrans-

duction (42). The compensatory sensory func-

tions result from a combination of enhanced

olfactory function, enhancedhearingby changes

in the inner ear, and tactile sensation from fur

(39, 43). A nocturnal lifestyle may have en-

abled these species to avoid predation by di-

urnal carnivores and, furthermore, may have

helped them to survive mass extinction (44).

Our reconstruction results support the hypoth-

esis that nocturnality might be ubiquitous in

Mesozoic mammaliaforms, as dark-colored,

uniformly dull pelage [which is mostly seen in

nocturnal extant mammals (4)] is present in

species occupying very different ecological

niches. Additionally, highly melanized hairs

could also be advantageous for thermoregu-

lation andmechanical strength (45, 46). Melani-

zation increases heating speeds ofmaterials (45),

and darker hairs could help small mammalia-

forms to reduce heat loss through insulation.

Melanized materials are also stronger and

abrasion-resistant (46), potentially enabling

hairs to withstandwear and provide protection

for the skin.

Extant mammals that inhabit ecological

niches similar to the six fossils, such as fossorial

moles (Scalopus aquaticus), mice and rats

(Lemniscomys griselda, Pelomys fallax), and

nocturnal bats (Myotis myotis, Vespertilio

murinus), show a similar, very limited, color

palette with mostly dark gray or brown colo-

rations. However, diurnal or crepuscular spe-

cies such as the Indian giant squirrel (Ratufa

indica), redpanda (Ailurus fulgens), and yellow-

throated marten (Martes flavigula) exhibit

vibrant purples, reds, and yellows, respectively.

Daytime activity patterns may have enhanced

the significance of sexual selection and intra-

specific visual communication for the evolution

of color and color patterns in extant groups.

Melanosome diversity is also linked to the

melanocortin system that affects not only

melanin production but also numerous phy-

siological and behavioral traits such as meta-

bolic rate and appetite (47). Shifts in this system

toward, for example, higher metabolic rates

may have also led to the rapid evolution of

melanosome shape within crown mammals

(48). In any case, these changes of color em-

ployment through evolution likely developed

under different pressures than for camouflage

alone. After the Cretaceous-Paleogene event,

mammals rapidly diversified into vacant niches

previously occupied by dinosaurs (49), which

could have simultaneously propelled the rapid

radiation and diversification of pelage color

strategies in new and diverse environments.
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Sunlight drives the abiotic formation of nitrous oxide
in fresh and marine waters
Elizabeth Leon-Palmero1,2*†, Rafael Morales-Baquero1, Bo Thamdrup2,

Carolin Löscher2, Isabel Reche1,3

Nitrous oxide (N2O) is a potent greenhouse gas and the main stratospheric ozone-depleting agent,

yet its sources are not well resolved. In this work, we experimentally show a N2O production pathway

not previously considered in greenhouse gas budgets, which we name photochemodenitrification.

Sunlight induces substantial and consistent N2O production under oxic abiotic conditions in fresh

and marine waters. We measured photochemical N2O production rates using isotope tracers

and determined that nitrite is the main substrate and that nitrate can also contribute after being

photoreduced to nitrite. Additionally, this N2O production was strongly correlated to the radiation

dose. Photochemodenitrification exceeded biological N2O production in surface waters. Although

previously overlooked, this process may contribute considerably to global N2O emissions through its

occurrence in fresh and marine surface waters.

N
itrous oxide (N2O) is the main strato-

spheric ozone-depleting agent (1) and

one of the strongest greenhouse gases—

about 273 times as potent as carbon di-

oxide (2). Since preindustrial times, the

concentration of atmospheric N2O has risen by

23% (2), in a trend strongly correlated to the

higher bioavailability of reactive nitrogen (N) in

the environment, largely owing to industrial N

fixation by the Haber–Bosch process (3). A con-

siderable portion of the anthropogenic N applied

to land as fertilizers enters rivers, estuaries, and

continental shelves, which boosts the produc-

tion and emission of N2O in these aquatic sys-

tems (4–6). These emissions resulting from N

inputs—estimated to 0.5 Tg of N year
−1
for the

2007 to 2016 period—exceed natural emissions

from inland waters, estuaries, and coastal zones

[0.3 Tg N year
−1

(7)]. The rate of increase in

atmospheric N2O during the past decade was

even faster than predicted by the Intergovern-

mental Panel on Climate Change (IPCC) (8),

which emphasizes the need for better identi-

fication of the sources of N2O to reduce un-

certainty in climate assessments and optimize

mitigation strategies (7).

Ammonia oxidation and denitrification are

the microbial processes that are assumed to

control the N2O budget in aquatic ecosystems.

Ammonia-oxidizing archaea (AOA) and bacte-

ria (AOB) releaseN2O inwell-oxygenatedwaters

as a side product during ammonia oxidation to

nitrite (NO2
−

) (9). N2O is also an intermediate

product during denitrification of NO3
−

andNO2
−

to N2O and N2, a process that is usually coupled

to organic matter oxidation and occurs under

oxygen-depleted conditions (10). Both microbial

processes have been extensively studied in the

water column and sediments of aquatic ecosys-

tems. Abiotic processes, such as chemodenitrifi-

cation, can also contribute to the production of

N2O in soils and marine sediments (11, 12). Dur-

ing chemodenitrification, NO3
−

and NO2
−

are

abiotically reduced to N2O coupled to the oxi-

dation of metals, such as Fe (II), or organic mat-

ter (11). However, the abiotic production of N2O

within the water column of fresh waters and

marine ecosystems remains largely unexplored,

particularly in surface waters. Processes occur-

ring in the upper meters of the well-mixed layer

hold the potential for a disproportionate contri-

bution to N2O emissions owing to their close-

ness to the atmosphere, which may facilitate

the air-sea exchangeofN2Owhenoversaturated.

In this work, we describe the discovery of a pho-

tochemical source of N2O, which we named

1Departamento de Ecología, Universidad de Granada, Granada,
Spain. 2Nordcee, Department of Biology, University of Southern
Denmark, Odense, Denmark. 3Research Unit Modeling Nature
(MNat), Universidad de Granada, Granada, Spain.
*Corresponding author. Email: el23@princeton.edu

†Present address: Department of Geosciences, Princeton Univer-

sity, Princeton, NJ, USA.

RESEARCH | RESEARCH ARTICLES

1198 14 MARCH 2025 • VOL 387 ISSUE 6739 science.org SCIENCE



photochemodenitrification. We detected this

reaction, mediated by sunlight, that uses NO2
−

as substrate in two freshwater reservoirs and

two coastal marine systems, demonstrating that

it may represent an unrecognized but wide-

spread process relevant to global budgets.

Photochemical formation of N2O

In a previous study, we found recurrently higher

N2O emissions during the daytime versus during

the nighttime during 24-hour flux measurement

campaigns over the course of 2 years in two

freshwater reservoirs in southeast Spain (Cubillas

and Iznájar). Despite differences inmagnitude

among years and reservoirs, this pattern in N2O

emissions was consistent and significantly cor-

related to the solar cycle,withdaytimeemissions

up to one order ofmagnitude greater than night-

time emissions (13). However, that pattern was

inconsistent with classical microbial produc-

tion through ammonia oxidation, which is in-

hibited by light (14), or through denitrification,

which requires oxygen depletion (15, 16). We

hypothesized that sunlight may induce the

photochemical production of N2O in surface

waters, boosting the fluxes during the day-

time. To investigate this hypothesis, we first

performed four incubation experiments, ex-

posing surfacewater fromCubillas and Iznájar

reservoirs to natural sunlight with inhibition

of biological activity by the addition of HgCl2
(experiments 1 to 4; table S1). We used ultra-

violet (UV)–transparent quartz vials and in-

cluded dark controls during the incubations.

All experiments were conducted under natu-

ral, oxic conditions (more details are provided

in the materials and methods and fig. S1). The

incubation experiments performed during this

study and the initial inorganic N pools are listed

in table S1.

We detected a significant, consistent, and con-

tinuous increase in the N2O concentration in

the sunlight treatments in the four incubation

experiments relative to the dark controls (Fig. 1;

experiments 1 to 4). Photochemical N2O pro-

duction was detected in both the experiments

performed using unfiltered (experiments 1 to 3)

and filtered water (0.7 mmpore size; experiment

4), with rates varying from 1.01 ± 0.22 nmol

N-N2O liter
−1
day

−1
in experiment 4 to 66.6 ±

15.1 nmol N-N2O liter
−1
day

−1
in experiment 2

(table S2). The photochemical N2O production

rate measured in experiment 4 was equivalent

to 2.6 × 10
−9

± 5.5 × 10
−10

nmol-N W
−1
photo-

synthetically active radiation (PAR) and to 2.3 ×

10
−5

± 4.6 × 10
−6

nmol-N W
−1
UVB received. In

relation to the in situ N2O concentration, the

daily relative increase varied from 3.8% (initial

concentration = 13.4 nmol liter
−1
) in experiment

4 to 39.3% (initial concentration = 84.6 nmol

liter
−1
) in experiment 2 (table S2), thus contrib-

uting substantially to the N2O pool.

Previous studies in rivers have reported higher

N2O emissions or concentrations during the

daytime versus the nighttime (17–20), although

the opposite has also been shown (21, 22). These

patterns have been attributed to changes in

N cycling by biological activity and water tem-

perature (17–21). Liu et al. (23) found that the

seasonal pattern in N2O fluxes in Antarctic

lakes was positively related to daily radiation,

concluding that the increase of daily radiation

may favor photosynthesis and thus stimulate

N2O production from the decomposition of

the algae. The experiments presented in this

work indicate that solar radiation directly drives

an abiotic production of N2O that may repre-

sent an important source of N2O to the atmo-

sphere that has not been reported previously

or considered in greenhouse gas budgets. So-

lar radiation, mostly in the UV band (280 to

400 nm), catalyzes many photochemical re-

actions in fresh and marine surface waters,

including the decomposition of chromophoric

and recalcitrant organic molecules (24); the

reduction of metals, such as iron (25, 26) or

manganese (27); the photochemical produc-

tion of climate-relevant gases, such as carbon

dioxide (28), carbon monoxide (29), and me-

thane (30); and the photolysis of NO3
−

and

NO2
−

(31–33). The discovery presented in this

work indicates that solar radiation can also

catalyze the production of N2O in surface wa-

ters, and its importance—not only for daily

variability but also as a source of N2O to the

atmosphere—should be addressed.

Nitrite and sunlight explain N2O

photochemodenitrification

We hypothesized that NO2
−

may act as a sub-

strate for photochemical N2O production based

on our data from experiments 1 to 4 (fig. S2). A

marginally significant relationship between

the in situNO2
−

concentrations and the photo-

chemical N2Oproduction rates was found (n =

4 observations, P < 0.1; fig. S2A). Additionally,

we detected a significant decrease in the NO2
−

concentration to below detection (0.5 mmol

liter
−1
) in the sunlight treatments compared

with the dark controls during experiment 4

(P < 0.001; fig. S2B). We tested our hypothesis

by adding
15
N-NO2

−

or
15
N-NO3

−

to trace the

formation of
15
N-N2O [as

45
N2O (

14
N
15
N
16
O)

and
46
N2O (

15
N
15
N
16
O); experiments 5 to 7],

expanding our analysis to include two marine

systems at different latitudes (Motril coast and

Boknis Eck, experiments 6 and 7, respective-

ly) in addition to a freshwater system (Cubillas

reservoir, experiment 5; see table S1 for study

site details and fig. S1 for the experimental set-

up). We included the treatment with
15
N-NO3

−

because NO3
−

is generally the most abundant

form of dissolved inorganic N in these systems,

andNO2
−

derived from its abiotic photolysis (31)

may serve as a substrate for photochemical pro-

duction of N2O.

t0 t1 t2 t3 

**
*

**

A B C  D  Experiment 1 -  
Cubillas reservoir (June 2018)

Experiment 2 -  
Cubillas reservoir (Sept. 2018)

Experiment 3 -  
Iznájar reservoir (Sept. 2018)

Experiment 4 -  
Cubillas reservoir (July 2021)
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***
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***

15/24 h 83/118 h 41/78 h 89/169 h 25/47 h 83/157 h 16/25 h 95/162 h 133/218 h

Fig. 1. Effect of sunlight on N2O production. Dissolved N2O concentrations

over time (i.e., daylight time/total incubation hours) in the incubation experiments

1 to 4. (A) Cubillas in June 2018, unfiltered water. (B) Cubillas in September 2018,

unfiltered water. (C) Iznájar in September 2018, unfiltered water. (D) Cubillas

in July 2021, filtered water (0.7 mm pore size). HgCl2 (1 mmol liter−1) was added in all

experiments to inhibit biological activity. Bars represent the mean values ± standard

errors over the time course (t0 to t3), including dark controls (dark gray bars)

and sunlight treatments (yellow bars). Sunlight exposure time/total incubation

hours are shown (e.g., 15/24 hours). Note the different scales in the y axes. The

significance of the sunlight treatments is included for each experiment: *P <

0.05; **P < 0.01; ***P < 0.001. Rates are presented in table S2. More statistical

details are provided in table S3.
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We detected a significant production of
15
N-

N2O from
15
N-NO2

−

in the sunlight treatments

in the three study systems, with longer sunlight

exposure yielding more N2O (Fig. 2, A to C, and

fig. S3). Significant production of
15
N-N2O from

15
N-NO3

−

was also observed in experiments 5

and 6 (Fig. 2, D and E, and fig. S3), although

the rate of N2Oproduction from
15
N-NO3

−

was

at least one order of magnitude lower than

that from
15
N-NO2

−

. These results support our

hypothesis that NO2
−

is the direct and main

substrate for this reaction. In turn, NO3
−

must

be photoreduced to NO2
−

to later produce N2O

in a second step. On the basis of these findings,

we named the reaction photochemodenitrifica-

tion. The photochemical process generated both

single- and double-labeled N2O (
45
N2O and

46
N2O) fromboth tracers (fig. S3). This is broadly

consistent with the isotope pairing expected

from the production of N2O from a mixture of

added
15
NO2

−

and unlabeled nitrite (
14
N-NO2

−

)

from either the initial in situ pool or formed, for

example, fromNO3
−

photolysis (fig. S4). The con-

tribution of other forms of in situ organic or

inorganic N compounds as sources of
14
N to

the formation of
45
N2O cannot be excluded (see

the supplementary text for further explanation).

Photochemodenitrification depended lin-

early on the sunlight radiation received (Fig. 3

and table S5). We found similar radiation nor-

malized rates (i.e., the slope in the increase in

N2O per radiation dose) across experiments,

whether based on UVB or PAR (Fig. 3 and

table S5). In experiment 4, in which we did

not add any tracer (Fig. 3A), the slopes for

PAR (SPAR = 5.9 × 10
−6

± 1.2 × 10
−6
) and UVB

radiation (SUVB = 0.051 ± 0.010) were not sig-

nificantly different from the slopes calculated

for the
15
NO2

−

additions in experiments 5 to

7 (Fig. 3B; SPAR = 6.3 × 10
−6

± 2.4 × 10
−7

and

SUVB= 0.054 ± 0.002). In agreement with our

previous results, the slopes were one order

of magnitude lower for the
15
NO3

−

additions

(Fig. 3C).

Rates of photochemical production of
15
N-

N2O in the
15
N-NO2

−

addition experiments

varied from 0.03 ± 0.00 nmol-N liter
−1
day

−1
in

Boknis Eck (experiment 7) to 2.03 ± 0.18 nmol-

N liter
−1
day

−1
in the Cubillas reservoir (experi-

ment 5; table S6). Photochemical production

rates from
15
N-NO3

−

were similar in theMotril

coast (0.26 ± 0.02 nmol-N liter
−1
day

−1
) and the

Cubillas reservoir (0.29 ± 0.04 nmol-N liter
−1

day
−1
) (experiments 5 and 6; table S6). With

both
15
N-NO2

−

and
15
N-NO3

−

, the photochemical

N2O production rates measured in the Cubillas

reservoir (experiment 5) and the Motril coast

(experiment 6) were larger than in Boknis Eck

(experiment 7; Fig. 2 and table S6). The higher

substrate availability and higher radiation

doses in experiments 5 and 6 versus those in

experiment 7 couldhave caused thesedifferences.

We used higher concentrations of
15
N-labeled

tracers in experiments 5 and 6 compared with

experiment 7 (i.e., 2 to 5 mmol liter
−1

versus

0.5 mmol liter
−1
) to reflect the natural differ-

ences in NO3
−

and NO2
−

concentrations found

in these systems (table S1). In addition, the

lower production detected in experiment 7

compared with experiments 5 and 6 may also

be related to the lower radiation received in this

experiment (Fig. 3), which was incubated in

Odense, Denmark (~55°N, 57-m altitude),

whereas the others were incubated in Granada,

Spain (~37°N, 738-m altitude). Despite the lower

radiation dose received, which determined

the lower
15
N-N2O production, the radiation-

normalized rates were similar in the three

systems at different latitudes (Fig. 3 and table

S5). UV radiation, which may be causing this

reaction, tends to increase as we approach the

equator and ascend in altitude. Sunlight hours

per day also change with the time of the year

and latitude, but this variation was accounted

for by considering the exact number of sun-

light hours in the rate calculations. In addition

to the experimental evidence, we also found

that the photochemical N2O production rates

were a function of in situ NO2
−

concentration

(P < 0.05), following an exponential fit [N-N2O

production = 0.32e
0.23(nitrite)

(where e is Euler’s

number), adjusted coefficient of determina-

tion (R
2
) = 0.65; Fig. 4]. This finding supports

the hypothesis that NO2
−

plays an active role

in the photochemical formation of N2O.

We performed a final experiment to rule out

the potential impact of the biocide HgCl2 on

the photochemical production of N2O (exper-

iment 8; fig. S5 and table S7).Water was gently

prefiltered once (1.0 mm), and sterile filtered

twice (0.2 mm) to remove the organisms present

in the sample. Then, parallel treatments were

incubatedwith andwithout HgCl2. We detected

a significant increase in the
15
N-N2O concentra-

tion after sunlight exposure in both treatments.

N2O production in sunlight conditions was 54%

larger (P < 0.05) in the treatment without HgCl2
than in the treatment with HgCl2, and no pro-

duction was detected in dark conditions. Al-

though unlikely, we cannot exclude that the

difference may be the result of biological re-

actions by cells smaller than 0.2 mm. However,

if that were the case, we would likely have de-

tected production in the dark controls without

HgCl2, but we did not detect any production in

those controls. Based on these results, it is very

unlikely that HgCl2 causes the photochemical

N2O production. If anything, HgCl2 addition

may reduce photochemical N2O production

rather than increase it.

Our data show experimental (experiments 1 to

7; Figs. 1 and 2) and in situ evidence (Fig. 4) that

Table 1. Summary of the rates of photochemodenitrification and biological N2O production

from ammonia oxidation. When derived from 15N labeling experiments, the total rates of N2O

production were obtained by adding the rates from 15N-NO2
− and from 15N-NO3

−. The incubation

experiments to measure biological N2O production were performed in darkness, except experiment 7,

which included darkness and natural day-night cycle treatments. More details are presented in tables S2,

S6, and S8. Dashes indicate not applicable.

Site (experiment)

Total N2O from

photochemodenitrification

(nmol N-N2O liter−1 day−1)

N2O from ammonia oxidation

(nmol N-N2O liter−1 day−1)

Cubillas and Iznájar

reservoirs

(experiments 1

to 4 and 9)

June 2018

(exp. 1, Cubillas)
2.96 (±0.20)

July 2018

(exp. 9)

0.83 (±0.00):

Iznájar;

2.08 (±0.15):

Cubillas
.. .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. .

September 2018

(exp. 2, Cubillas)
66.56 (±15.11)

September 2018

(exp. 9)

0.06 (±0.00),

0.47 (±0.12):

Cubillas;

0.93 (±0.25):

Iznájar

.. .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. .

September 2018

(exp. 3, Iznájar)
47.86 (±17.44)

.. .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. .

July 2021

(exp. 4, Cubillas)
1.01 (±0.22) – –

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Cubillas reservoir

(experiment 5)
July 2021 2.32 (±0.22) – –

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Motril coast

(experiment 6)
July 2021 1.41 (±0.06) – –

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Boknis Eck

(experiment 7)
July 2022 0.03 (±0.00) July 2022

0.015 (±0.002)

(darkness);

0.007 (±0.002)

(day-night cycle)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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NO2
−

and NO3
−

are substrates for the photo-

chemical production of N2O and that this pro-

cess significantly depends on sunlight exposure

(Fig. 3). NO2
−

and especially NO3
−

are abun-

dant compounds in eutrophic aquatic systems,

such asmany freshwater bodies and wetlands,

as well as coastal areas and estuaries, which

are strongly influenced by N loading from

their watersheds (34, 35) and act as global

hotspots for N2O production (4, 6, 36). For

instance,NO2
−

andNO3
−

concentrations reached

up to 11 mmol liter
−1
and >300 mmol liter

−1
, re-

spectively, in the surface water column of Me-

diterranean reservoirs (34) and >2 mmol liter
−1

in the surface waters of the Chesapeake Bay

estuary (37). In the open ocean, inorganic N

concentrations in surface waters vary from

region to region. They are typically low in

oligotrophic tropical and subtropical regions,

where nutrient uptake by phytoplankton is

high and upwelling is less common. However,

concentrations are higher in upwelling zones

andpolar regions, where annual average surface

values of NO3
−

are ~5 to 25 mmol liter
−1
(38).

Therefore, photochemical N2O production

rates are expected to be substantial in regions

with greater availability of inorganic N and

lower in oligotrophic waters, which generally

correlates with patterns in N2O concentration

and biological N2O production (4, 6, 7, 36, 39).

We hypothesize that other biological reactions,

such as ammonia oxidation, and/or abiotic pro-

cesses, such as the photodegradation of dis-

solved organicmatter, which release NO2
−

and

other forms of inorganic N (40), may enhance

photochemical N2O production. If production

and consumption are tightly coupled, they

might create a cryptic cycle in which the NO2
−

remains undetected. This effect may be par-

ticularly important in oligotrophic waters. The

contribution of other sources of NO2
−

or forms

of Nmay contribute to explain the results found

in Boknis Eck (experiment 7), in which a higher

production of
45
N2O compared with

46
N2Owas

detected, despite in situ NO2
−

and NO3
−

con-

centrations being below detection levels. This

result suggests that other forms or sources of

organic or inorganic in situ N compounds may

contribute
14
Nto the formation of

45
N2O (fig. S3

and supplementary text).

The photochemical reduction of NO2
−

to N2O

duringphotochemodenitrificationmaybecoupled

to the oxidation of organic matter or metals,

such as Fe orMn, similar to chemodenitrification

(11, 12, 41). These metals experience photore-

duction in surface waters (25, 27, 42). Alterna-

tively, N2O may also be produced through UV

light–catalyzed photolysis (33, 43, 44). Additional

research is needed to elucidate the ultimate

mechanism of this process.

Experiment 6 - 

Motril coast (July 2021) 

Experiment 7 - 

Boknis Eck (July 2022) 

A

D

B

E

C

F

***

***

t0 t1 t2

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

15NO2
- 

addition

Experiment 5 - 

Cubillas reservoir (July 2021)

15NO3
- 

addition

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

1
5
N

-N
2
O

 e
x
c
e

s
s
 (

n
m

o
l-

N
 L

-1
)

***

*** ***

a

***

***

**

not significantly different 
(p > 0.05)

16/25 h 110/186 h 18/37 h 58/97 h 29/43 h

Dark Sunlight Dark Sunlight

t0 t1 t2

Dark Sunlight Dark Sunlight

t0 t1

Dark Sunlight

t0 t1 t2
16/25 h 110/186 h 18/37 h 58/97 h 29/43 h
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Fig. 2. Photochemical production of 15N-N2O from 15N-NO2
− and 15N-NO3

−.

(A to F) 15N-N2O excess (in nanomoles of N per liter) calculated with respect

to t0, over incubation time (sunlight hours/total hours) in the experiments in the

Cubillas reservoir (filtered water, 0.7 mm pore size) [(A) and (D)], the Motril

coast (filtered water, 0.7 mm pore size) [(B) and (E)], and Boknis Eck (unfiltered

water) [(C) and (F)], from 15N-NO2
− [(A) to (C)] and 15N-NO3

− [(D) to (F)].

HgCl2 (1 mmol liter−1) was added in all experiments to inhibit biological activity.

Bars represent the mean values ± standard errors over the time course (t0 to

t2), including dark controls (dark gray bars) and sunlight treatments (yellow

bars). Note the different scales in the y axes. The significance of the sunlight

treatments is included for each experiment: a indicates P < 0.1; **P < 0.01;

***P < 0.001. Photochemical production rates as a function of the bottle area,

volume, and radiation doses are presented in table S6, and the statistical

details are provided in table S4.
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Photochemical processes rely mostly on UV

radiation, including UVB (280 to 315 nm) and

UVA (315 to 400 nm), which is rapidly atten-

uated in the water column. For instance, NO3
−

photolysis occurs in the UVB band, centered at

302 nm, whereas NO2
−

photolysis occurs in the

UVB and UVA bands, with an absorption max-

imum at 354 nm (33). Longer wavelengths

carry less energy and penetrate deeper into

the water column. Vanderploeg et al. found that

1% of the UV radiation penetrated from 2 to

4 m for UVB (305 nm) and between 11 and

22 m for UVA (395 nm) in Lake Michigan (45).

By contrast, there is still about 10% of the sur-

face radiation at depths between 6 and 31 m

(UVB) and between 15 and 104 m (UVA) in the

oligotrophic ocean (46). In more eutrophic water

bodies, sunlight attenuation is typically high;

yet, the likely greater availability of inorganic

N in these systems may compensate for the

total depth-integrated photochemical produc-

tion rates (Fig. 4). Solar radiation also changes

with latitude and altitude. Therefore, N2Opro-

duction by photochemodenitrification may

present a latitudinal pattern in the global ocean

and fresh waters related to the differences in

solar radiation and influenced by NO2
−

and

NO3
−

concentrations around the globe.

Photochemodenitrification versus biological

N2O production

The N2O production rates from photochemo-

denitrification exceeded the biological N2O pro-

duction from ammonia oxidation, which has

been classically considered the key N2O pro-

duction process in surface waters (Table 1).

Biological production of
15
N-N2O from ammo-

nia oxidation varied from 0.06 ± 0.00 nmol N-

N2O liter
−1
day

−1
in Iznájar to 2.08 ± 0.15 nmol

N-N2O liter
−1
day

−1
in Cubillas (experiment 9;

Table 1). These biological rateswere determined

by incubating the samples indarkness. InBoknis

Eck, biological production of
15
N-N2O reached

up to 0.015 ± 0.002 nmol N-N2O liter
−1

day
−1

when the samples were incubated in darkness

and 0.007 ± 0.002 nmol N-N2O liter
−1

day
−1

when the samples were incubated in natural

day-night conditions (Table 1).We did not find

a significant relationship between N2O produc-

tion rates by ammonia oxidation and the in situ

N2O concentration in the study reservoirs (fig.

S6). However, we found that in situ N2O con-

centration was a function of the photochemical

N2O production rates (n = 5, P < 0.01; fig. S6).

Therefore, the production of N2O by photo-

chemodenitrification may contribute substan-

tially to sustaining the recurrent surface N2O

supersaturation found in freshwaters (34) and

potentially in marine ecosystems, including

coastal areas (37) and the openocean (47), where

the production of N2O from ammonia oxidation

in surface waters is typically low.

The rates of N2Ophotochemodenitrification

detectedwere higher than theN2Oproduction

by ammonia oxidation in coastal and open

ocean regions (37, 47) but lower than those

found for N2Oproduction by denitrification in

rivers (48). They were similar to the N2O pro-

duction rates by phytoplankton cultures (49).

Moreover, ammonia oxidation rates are typi-

cally measured in the dark, which eliminates

possible contributions with photochemical pro-

cesses. Because ammonia oxidizers are sensitive

to light (14), this may overestimate the biolog-

ical N2O production rates in surface waters, as

illustrated by our finding of higher rates in dark-

ness comparedwith natural day-night conditions

(experiment 7; Table 1). Still, the photochem-

ical N2O production rate was at least twice the

biological N2O production in darkness.

N2O production by photochemodenitrifica-

tion represents a substantial contribution to

the N2Opool in freshwater reservoirs andmay

also represent a considerable contribution

in coastal marine waters. The fact that N2O

Fig. 3. Photochemical pro-

duction of N2O as function

of UVB and PAR dose.

Linear increases in the con-

centrations of (15)N in the

N2O pool relative to the initial

abundance (N2O excess, in

nanomoles of N per liter) in

experiments 4 to 7. (A) No

tracer addition. (B) 15NO2
−

addition. (C) 15NO3
− addition.

The combined slopes (SPAR
and SUVB) are shown in the

figure, and the individual

slopes for each experiment

are provided in table S5.

Note the zoom-in plot in (B)

and the different scales in

the y axes. We did not

measure UVB or PAR during

experiments 1 to 3.
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production by photochemodenitrification exhib-

its its maximum at the very surface of the water,

which is in direct contact with the atmosphere,

suggests that this reaction may have a dispro-

portionate effect on N2O fluxes. This is because

the newly formedN2Omay diffusemore quickly

to the atmosphere when oversaturated com-

paredwith the N2Oproduced and stored deeper

in the water column. Our findings could also

imply that the emission of N2O from surface

waters may be larger than previously estimated,

particularly by biogeochemical models (36, 50).

The recent global synthesis on N2O fluxes by

Resplandy et al. (36) showed that global ocean

biogeochemical model emission estimates for

coastal waters are lower than those based on

observations (39). This may indicate that these

biogeochemical models underestimate emis-

sions because they do not account for all N2O

sources. We suggest that this underestimation

could be, at least partially, related to photochem-

ical N2O production.

The N2O production pathway presented in

this work (fig. S7) represents a previously un-

recognized but potentially relevant source of

N2O for future emission budgets. This reaction

may be particularly important for eutrophic

freshwater bodies, coastal areas, and upwelling

marine regions, which are global N2O emission

hotspots (4, 6, 7, 36). In the coming decades,

N2O emissions may be further amplified by the

projected increase in global N export to fresh

waters and coastal environments resulting from

the growing population (35). This increase may

lead to higher rates of photochemical N2O for-

mation. Therefore, it is crucial to include this

pathway in future assessments. This discovery

represents a breakthrough in the study of global

sources of N2O, helping to reduce the current

uncertainties in the bottom-up estimates high-

lighted in the last global N2O inventories (7) and

to explain accelerating emissions, which exceed

some of the highest projected scenarios (8).
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Experiment 3 (Iznájar reservoir) 
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Experiments 1, 2, 4 (Cubillas reservoir) 

Fig. 4. Total N2O photochemical production rates as a function of the in situ nitrite concentration.

N2O photochemical production rates (in nanomoles of N per liter per day) ± standard errors are represented.

Note the log scale in the y axis. The N2O photochemical production rate measured in the Cubillas

reservoir in June 2018 (sampling performed on 22 June) was related to the nitrite concentration measured

in the Cubillas reservoir on 4 July 2018. In experiments 5 to 7, we added the nitrite used as tracer to

the in situ nitrite concentration.
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Island geography drives evolution of rattan palms in
tropical Asian rainforests
Benedikt G. Kuhnhäuser1,2*, Christopher D. Bates3, John Dransfield1, Connie Geri4,

Andrew Henderson5, Sang Julia6, Jun Ying Lim7, Robert J. Morley8,9, Himmah Rustiami10,

Rowan J. Schley11, Sidonie Bellot1†, Guillaume Chomicki12†, Wolf L. Eiserhardt1,13†,

Simon J. Hiscock2†, William J. Baker1,13*†

Distributed across two continents and thousands of islands, the Asian tropics are among the most

species-rich areas on Earth. The origins of this diversity, however, remain poorly understood.

Here, we reveal and classify contributions of individual tropical Asian regions to their overall

diversity by leveraging species-level phylogenomic data and new fossils from the most species-rich

Asian palm lineage, the rattans and relatives (Arecaceae, Calamoideae). Radiators (Borneo) generate

and distribute diversity, incubators (Indochina, New Guinea, and Sulawesi) produce diversity in

isolation, corridors (Java, Maluku, Sumatra, and the Thai-Malay Peninsula) connect neighboring

regions, and accumulators (Australia, India, Palawan, and the Philippines) acquire diversity

generated elsewhere. These contrasting contributions can be explained by differences in region size

and isolation, elucidating how the unique island-dominated geography of the Asian tropics drives

their outstanding biodiversity.

T
he exceptional diversity of tropical rain-

forests, housing almost half of all plant

species in <7% of Earth’s land surface,

has attracted the attention of biologists

for more than a century (1, 2). However,

the biotic assembly, defined here as the build-

up of species diversity through dispersal and

speciation, of this extraordinary biodiversity

remains poorly understooddue to the scarcity of

genetic data of native lineages and insufficient

conceptual frameworks (3). Existing studies of

biotic assembly often focus on dispersal by

characterizing biogeographic regions either

as sources or sinks of biodiversity, but do not

take differences in within-region speciation

sufficiently into account (4, 5). An expanded

framework that considers both dispersal and

speciation as key mechanisms through which

individual biogeographic regions assemble their

species diversity is therefore needed.

Among the world’s tropical realms, the Asian

tropics are particularly diverse, with ~50,000

plant and 7000 vertebrate species, surpassing

the biodiversity of the American and African

tropics by 1.5- and 3-fold when area is con-

sidered (6). The Asian tropics are also geo-

graphically and geologically the most complex

tropical realm, spreading across a vast dis-

tance of >8000 km that ranges from India to

Australia. They are dominated by the world’s

largest island group, the Indo-Australian Arch-

ipelago, which comprises >20,000 islands and

includes the two largest tropical islands on

Earth, Borneo and New Guinea (7). Islands on

the continental shelves of Asia and Australia

(Sunda and Sahul, respectively) are surrounded

by shallow seas andwere regularly connected to

their adjacent mainland during repeated low

sea-level stands in the Quaternary [2.58 mil-

lion years ago (Ma) to the present]. By contrast,

the islands between Sunda and Sahul are sur-

rounded by deep seas and have remained sep-

arated even when sea levels were lowest (4).

This complex island landscape started forming

around 100 Ma (fig. S1 and tables S1 and S2),

when Gondwanan plate fragments collided

with Southeastern Asia, forming Borneo, Java,

and West Sulawesi, and was further shaped

by the collision of India with Asia between

50 and 40 Ma (8). From around 30 Ma, Asia

converged with the northward-moving Aus-

tralian plate and the westward-moving Pacific

plate, resulting in the rapid uplift of entire is-

lands, including Java and New Guinea (8, 9).

However, a direct land connection between

Sunda and Sahul was never established. Sev-

eral islands and island groups, such as Sulawesi,

the Philippines, and Maluku, attained their

present geological configuration only in the

past 5 million years (8). Although it is well es-

tablished that this complex geographic set-

ting and geological history of the Asian tropics

has played an important role in shaping their

extant biodiversity (10–13), the contributions

of individual tropical Asian regions to their

overall diversity remain unclear.

Research on the origins of tropical Asian

biodiversity has largely focused on biotic inter-

changes between Sunda and Sahul, revealing

the existence of major biogeographic bound-

aries such as Wallace’s Line and the predom-

inance of eastward dispersal of rainforest

lineages (4, 14–17). However, studies have often

been constrained by low spatial or phyloge-

netic resolution of the lineages investigated.

For amore detailed understanding of the biotic

assembly of tropical Asian biodiversity through

time and space, high-resolution information

about the evolutionary history of lineages that

are species rich throughout the Asian tropics is

needed, yet such data remain scarce (2, 3, 18–20).

Rapid advances in DNA sequencing of natural

history collections (21, 22) now allow us to

address this knowledge gap by investigating

the evolution of tropical Asian lineages at the

species level.

Here, we used the rattan palms and relatives

(Arecaceae, Calamoideae) to understand biotic

assembly of the Asian tropics. The calamoid

palms are an ideal model group for this pur-

pose because they (i) are highly diverse across

the Asian tropics, (ii) have a rich fossil record

spanning the geological history of the area,

(iii) are taxonomically and geographically well-

known, and (iv) depend on generalist seed

dispersers, in commonwithmany other tropical

Asian plant lineages (23–31). The Calamoideae

includes 499 Asian species (~1% of tropical

Asian plant diversity) in two sister tribes,

Calameae and Eugeissoneae (23). It contains the

rattans, which are spiny, climbing palms from

Asia and Africa that are the source of cane for

the rattan furniture industry. The Asian rattans

encompass the most diverse genus of palms

Calamus, with 414 species, as well as several

smaller genera, all within tribe Calameae. How-

ever, tree palms and stemless shrubs (e.g.,

~10% of Calamus species) also occur in tribe

Calameae and its sister tribe, Eugeissoneae

(23, 32). The Asian calamoid palms (hereafter

“rattans” for brevity) are characteristic com-

ponents of a wide range of tropical Asian

habitats from sea level to 3000 m elevation,

including coastal swamps, lowland rainforests,

and montane forests. The rattans usually have

single-seeded, small, fleshy fruits that are dis-

seminated by a wide range of animals includ-

ing birds (e.g., hornbills, fruit pigeons, great

argus pheasants, and cassowaries), primates

(e.g., gibbons, orangutans, langurs, and mac-

aques), small mammals (e.g., palm civets), and

possibly reptiles (29–31), suggesting that all

rattans are involved in an unspecialized seed

dispersal mutualism.

By building a comprehensive time-calibrated,

species-level phylogenetic tree, we infer the

1Royal Botanic Gardens Kew, Richmond, Surrey, UK.
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biogeographic history of rattans through time

and space. We propose a classification of re-

gional contributions to overall rattan diversity

across the Asian tropics through speciation and

dispersal, which expands the existing source-

sink framework (4, 5) andmay serve as a general

biogeographic framework for understanding

the evolution of other lineages and biota.

This classification reveals distinct roles among

biogeographic regions, namely as radiators

(high speciation and emigration), incubators

(high speciation but low emigration), corri-

dors (low speciation but high emigration),

and accumulators (low speciation and emi-

gration). Finally, we investigated the influ-

ence of variation in region size and isolation

on the revealed patterns of dispersal and spe-

ciation, demonstrating that regional differences

can be explained by simple biogeographic rules

and may thus apply more broadly to the trop-

ical Asian biota.

A phylogenomic and fossil framework for

biogeographic analyses

Leveraging natural history collections using

targeted sequencing of hundreds of nuclear

genes (tables S3 and S4), we constructed a

densely sampled phylogenetic tree of the rat-

tans (33). After strict data filtering (removal

of samples with <100 genes) of a preliminary

analysis with near-complete (95.5%) taxon

sampling (fig. S2 and table S5), our final phylo-

genetic tree included 360 (72.1%) of 499 spe-

cies and 354 single-copy nuclear genes (Fig. 1A

and table S6). The resolved phylogenetic rela-

tionships are well supported (93% of nodes

at or above genus level supported with local

posterior probability of 1; fig. S3).

To time-calibrate the phylogenetic tree, we

assessed the fossil record of the Asian rattans.

The lineage has a well-documented Cenozoic

(66.0 Ma to present) fossil record (25), and we

substantially extend this record here into the

beginning of the Late Cretaceous by describing

two new fossil taxa from the Cenomanian

(100.5 to 93.9 Ma) and Turonian (93.9 to

89.8 Ma) of New Guinea (Fig. 1, B and C; figs.

S4 to S7; and supplementary text). The new

taxa,Dicolpopollis cenomanicusMorley & Bates

sp. nov. and D. novaguineensis Morley & Bates

sp. nov., corroborate previous unverified reports

of Dicolpopollis from the same area and geo-

logical age (34, 35). They predate the oldest

currently accepted records of Dicolpopollis

by >20 million years (24, 36). Their morphol-

ogy compares closely with the extant rattan

subtribes Calaminae and Plectocomiinae (Fig.

1, D and E, and supplementary text), making

them the oldest fossils that can be placed

with confidence within a subfamily of the

Arecaceae (36), and indicating that previous

crown node age estimates of the Calamoideae

of 12.3 to 80.2 Ma (mean ages; table S7) were

too young.
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Calamus acanthochlamys

Calamus ashtonii
Calamus hosensis
Calamus sabalensis

Calamus kubahensis
Calamus myriacanthus

Calamus maiadum

Calamus barisanensis
Calamus minutus

Calamus perakensis subsp. niger
Calamus sedens

Calamus comptus
Calamus nematospadix
Calamus pygmaeus

Calamus psilocladus

Calamus lengguanii
Calamus rugosus

Calamus divaricatus
Calamus lambirensis

Calamus muricatus

Calamus tetradactyloides subsp. bachmaensis
Calamus evansii
Calamus kingianus

Calamus hukaungensis

Calamus brandisii

Calamus hypoleucus
Calamus myrianthus

Calamus nitidus

Calamus radiatus

Calamus crassifolius
Calamus spinulinervis

Calamus rhytidomus
Calamus ruvidus

Calamus zonatus subsp. zonatus

Calamus flabellatus

Calamus ornatus
Calamus micranthus

Calamus javensis
Calamus tenompokensis

Calamus nielsenii

Calamus dioicus
Calamus scipionum
Calamus susukensis

Calamus acanthophyllus
Calamus oligostachys

Calamus bimanifer

Calamus tetradactylus
Calamus seriatus
Calamus kontumensis
Calamus quangngaiensis

Calamus cinereus
Calamus parvulus

Calamus helferianus
Calamus oxleyanus

Calamus oxleyoides
Calamus microsphaerion

Calamus arugda
Calamus warayanus
Calamus vinosus

Calamus moseleyanus
Calamus vidalianus

Calamus sulawesiensis

Calamus brunneus
Calamus trigynus

Calamus leptostachys
Calamus rumphii
Calamus notabilis

Calamus dasyacanthus
Calamus vitiensis

Calamus impressus
Calamus suaveolens

Calamus kandariensis
Calamus vinaceus

Calamus leiocaulis
Calamus tadulakoensis
Calamus aruensis

Calamus mitis

Calamus inops
Calamus pedicellatus

Calamus lobatus
Calamus posoanus

Calamus viridis
Calamus macrosphaerion

Calamus didymocarpus
Calamus scleracanthus
Calamus divergens
Calamus sandsii

Calamus powlingii
Calamus plicatus

Calamus caesius
Calamus trachycoleus

Calamus optimus

Calamus manan
Calamus tumidus

Calamus axillaris
Calamus simplex

Calamus centralis
Calamus inermis

Calamus egregius
Calamus formosanus
Calamus latifolius
Calamus melanoloma

Calamus rhomboideus

Calamus bousigonii
Calamus smitinandii

Calamus vattayila

Calamus erioacanthus
Calamus pogonacanthus

Calamus insignis
Calamus longiusculus
Calamus senalingensis

Calamus densiflorus
Calamus filispadix
Calamus nanodendron

Calamus kinabaluensis
Calamus praetermissus

Calamus schistoacanthus

Calamus marginatus
Calamus sordidus

Calamus ridleyanus

Calamus henryanus
Calamus multispicatus

Calamus paspalanthus

Calamus godefroyi
Calamus horrens

Calamus salicifolius

Calamus ciliaris
Calamus exilis

Calamus pilosellus
Calamus gibbsianus

Calamus altiscandens

Calamus badius
Calamus bulubabi
Calamus distentus

Calamus fertilis
Calamus macrochlamys

Calamus papuanus
Calamus kostermansii

Calamus heatubunii
Calamus wanggaii
Calamus reticulatus
Calamus vestitus
Calamus retroflexus
Calamus superciliatus

Calamus capillosus
Calamus kebariensis

Calamus schlechterianus

Calamus bankae
Calamus longipinna

Calamus cheirophyllus

Calamus scabrispathus
Calamus zebrinus

Calamus barbatus
Calamus serrulatus

Calamus baiyerensis

Calamus klossii
Calamus pilosissimus

Calamus lauterbachii

Calamus oresbiopsis
Calamus oresbius

Calamus erythrocarpus

Calamus jacobsii
Calamus lucysmithiae

Calamus johnsii

Calamus nanduensis
Calamus polycladus

Calamus australis
Calamus radicalis
Calamus caryotoides
Calamus moti

Calamus muelleri

Calamus concinnus
Calamus viminalis

Calamus balingensis

Calamus aidae

Calamus batanensis
Calamus siphonospathus

Calamus spinosus

Calamus discolor
Calamus carsicola

Calamus wedaensis

Calamus pseudomollis
Calamus usitatus

Calamus cumingianus
Calamus symphysipus

Calamus heteracanthus

Calamus acanthospathus

Calamus gracilis subsp. vietnamensis
Calamus melanacanthus

Calamus lateralis
Calamus pandanosmus
Calamus manglaensis

Calamus acaulis
Calamus velutinus

Calamus walkeri
Calamus harmandii

Calamus ceratophorus
Calamus nuralievii
Calamus poilanei

Calamus peregrinus
Calamus longispathus

Calamus convallium
Calamus karuensis

Calamus mogeae
Calamus koordersianus

Calamus calospathus

Calamus conirostris
Calamus leloi

Calamus lobbianus
Calamus gonospermus

Calamus acamptostachys
Calamus ater
Calamus cristatus

Calamus geniculatus
Calamus scapiger
Calamus periacanthus
Calamus verticillaris

Calamus applanatus
Calamus fissilis

Calamus mollispinus

Calamus brevicaulis
Calamus eugenei

Calamus nuichuaensis
Calamus ocreatus

Calamus longibracteatus
Calamus politus

Calamus asteracanthus

Calamus formicarius
Calamus sparsiflorus
Calamus ruptilis
Calamus ruptiloides

Calamus pedicellaris

Calamus conspectus
Calamus ingens

Calamus longipes
Calamus ochrolepis

Calamus calapparius
Calamus validus

Calamus loherianus

Calamus lamprolepis
Calamus tambingensis

Calamus oblongus subsp. mollis
Calamus oblongus subsp. elongatus

Calamus oblongus subsp. gracilis
Calamus oblongus subsp. longistipes

Calamus oblongus subsp. depressiusculus
Calamus kunstleri subsp. kunstleri

Calamus kunstleri subsp. microstachys

Calamus hirsutus subsp. hirsutus
Calamus oblongus subsp. oblongus

Calamus hirsutus subsp. korthalsii
Calamus oblongus subsp. similaris
Calamus oxycoccus
Calamus unijugus
Calamus crinitus subsp. sabut

Calamus propinquus
Calamus ruber
Calamus gracilipes
Calamus dracunculus

Calamus maculatus

Calamus leptopus
Calamus micracanthus

Calamus oblatus

Calamus calicarpus
Calamus melanochaetes

Calamus hallierianus
Calamus disjunctus
Calamus pseudoconcolor
Calamus subangulatus

Calamus moorei
Calamus ursinus

Calamus pogonotium
Calamus pahangensis

Calamus diepenhorstii

Calamus dumetosus
Calamus deerratus

Calamus arborescens
Calamus rudentum
Calamus flagellum
Calamus laoensis

Calamus erectus
Calamus thwaitesii
Calamus dongnaiensis

Calamus albidus
Calamus macrorhynchus
Calamus kampucheaensis
Calamus modestus
Calamus rhabdocladus
Calamus yentuensis

Calamus thysanolepis
Calamus beccarii

Calamus compsostachys
Calamus dianbaiensis

Calamus spiralis

Calamus andamanicus
Calamus ovoideus
Calamus zeylanicus

Calamus burckianus
Calamus zollingeri subsp. merrillii
Calamus zollingeri subsp. zollingeri
Calamus mirabilis
Calamus warburgii
Calamus zieckii

Calamus castaneus

Calamus erinaceus subsp. erinaceus

Myrialepis paradoxa

Plectocomiopsis geminiflora
Plectocomiopsis mira
Plectocomiopsis songthanhensis

Plectocomiinae sp. nov.

Plectocomia assamica
Plectocomia microstachys
Plectocomia pierreana

Plectocomia elongata var. philippinensis
Plectocomia mulleri

Plectocomia himalayana

Pigafetta elata
Pigafetta filaris

Metroxylon amicarum

Metroxylon paulcoxii
Metroxylon upoluense

Metroxylon salomonense

Metroxylon sagu

Eleiodoxa conferta

Salacca affinis
Salacca ramosiana

Salacca glabrescens
Salacca graciliflora

Salacca sarawakensis

Salacca wallichiana

Salacca bakeriana
Salacca dolicholepis
Salacca rupicola

Salacca magnifica
Salacca vermicularis

Salacca clemensiana
Salacca lophospatha

Salacca dransfieldiana
Salacca zalacca

Salacca secunda

Korthalsia angustifolia
Korthalsia furcata
Korthalsia furtadoana
Korthalsia rostrata

Korthalsia scortechinii
Korthalsia cheb
Korthalsia echinometra

Korthalsia hispida
Korthalsia robusta

Korthalsia zippelii

Korthalsia celebica
Korthalsia debilis

Korthalsia junghuhnii
Korthalsia paucijuga

Korthalsia lanceolata
Korthalsia rigida

Korthalsia concolor

Korthalsia ferox
Korthalsia jala

Korthalsia merrillii

Korthalsia laciniosa
Korthalsia tenuissima

Korthalsia flagellaris
Korthalsia minor

Eugeissona brachystachys
Eugeissona tristis

Eugeissona insignis
Eugeissona utilis

Eugeissona minor

Fig. 1. Spatiotemporal evolution of the Asian rattan palms. (A) Ancestral range estimates based on a fossil-

calibrated phylogenetic tree of 360 Asian rattan species inferred using 354 single-copy nuclear genes. The

occurrence of extant rattans in 12 biogeographic regions is indicated. A, Australia; B, Borneo; C, Indochina; I, India;

J, Java; L, Palawan; M, Maluku; N, New Guinea; P, Philippines; S, Sumatra; T, Thai-Malay Peninsula; W, Sulawesi.

Pie charts represent ancestral range estimates of selected nodes, with ranges with probability <0.25 combined and

shown in white (for estimates of all nodes, see fig. S12). Black stars indicate the two different phylogenetic

placements of Dicolpopollis fossils in our dating analyses (table S8). Node ages are mean divergence time estimates

of dating analysis “MetCal 127.4” (fig. S10). The timescale shows geological epochs or periods. P., Pliocene;

Q., Quaternary. Numbered boxes mark clades: 1, tribe Eugeissoneae; 2-7, subtribes of tribe Calameae. 2,

Korthalsiinae; 3, Salaccinae; 4, Metroxylinae; 5, Pigafettinae; 6, Plectocomiinae; 7, Calaminae. The dashed line

in the phylogenetic tree indicates the position of Calamus deerratus, which was not included in the biogeographic

analyses because it occurs outside of the Asian tropics (33). (B to E) Fossil and extant Dicolpopollis-type rattan

pollen. (B and C) New fossil taxa formally described here (figs. S4 to S7 and supplementary text). Photos: C.D.B.

(B) D. cenomanicus sp. nov. Morley & Bates (Cenomanian; 100.5 to 93.9 Ma). (C) D. novaguineensis sp. nov.

Morley & Bates (Cenomanian and Turonian; 100.5 to 89.8 Ma). (D and E) Pollen of extant rattan species. Photos: RBG

Kew. (D) Calamus deerratus. (E) Calamus formicarius. (F and G) Extant Asian rattan species. (F) Pigafetta filaris.

Photo: W.J.B. (G) Plectocomiopsis geminiflora. Photo: B.G.K. (H) Delimitation of biogeographic regions in (A).
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Recent diversification explains extant

rattan diversity

Using the phylogenetic tree and fossil evidence,

we conducted four dating analyses and com-

pared 66 biogeographic models to infer the

divergence times and ancestral ranges of the

Asian rattans (tables S8 and S9 and figs. S8

and S9). The age estimates of these analyses

were highly congruent (figs. S10 and S11), in-

dicating an Early Cretaceous origin (stem node

age) of the lineage at 126 (range, 122 to 232)Ma

(mean age of analysis “MetCal 127.4” and 95%

confidence interval across all analyses), soon

followed by divergence into tribes Calameae

and Eugeissoneae at 123 (118 to 214) Ma (fig.

S10 and table S10). The earliest ancestral range

that could be inferred unambiguously was of

themost recent common ancestor of subtribes

Calaminae and Plectocomiinae (Fig. 1A and

fig. S12), which diverged in Indochina at 75

(69 to 106) Ma (table S10) and eventually gave

rise to 436 (87%) extant rattan species. After

initial diversification in Indochina, the rattans

colonized Borneo at 42 (38 to 69) Ma, coin-

ciding with the onset of perhumid tropical

climates on the island (37). During the con-

vergence of the Sunda and Sahul continental

shelves, the lineage began to spread across the

entire Asian tropics, starting with dispersal

from Borneo to Sulawesi at 32 (29 to 53) Ma

(Fig. 1A). This finding corroborates the hypoth-

esis that the Sunda-Sahul convergence facili-

tated a major biotic exchange between both

areas (3). India and Australia, which have had

fossil-documented rattan floras since the Paleo-

cene and Late Cretaceous, respectively (35, 38)

(Fig. 1, B and C), were inferred to have been

colonized by extant rattan species only during

the Miocene (23 to 5.3 Ma). This implies that

the early rattan floras of India and Australia

went extinct and did not directly contribute

to the current rattan diversity in these regions.

Consistent with this, a lineages-through-time

analysis indicated that 90% of extant Asian rat-

tans diverged within the past 31 (28 to 51) Ma

(fig. S11 and table S11), corroborating a fossil-

inferred steady increase in the diversity of

Calaminae throughout the Cenozoic (25) and

suggesting that recent diversification can ex-

plain the present high species richness of

rattan palms.

An extended classification of regional roles

reveals biotic assembly of rattan diversity

To elucidate how the Asian tropics may have

attained their present species richness across

their complex geographic landscape, we infer-

red speciation and dispersal histories of the

rattan palms using biogeographic stochastic

mapping (Fig. 2). Our analyses indicated that

most (71.4%) of their extant diversity originated

from speciation within individual regions of

the Asian tropics, including major islands and

island groups (Fig. 3A). The remaining diver-

sity resulted either from dispersal between re-

gions directly followed by speciation (22.6%),

such as after the colonization of isolated oce-

anic islands, or from vicariance (6.0%), i.e., the

division of previously continuous ranges through

newly formed dispersal barriers.

Within the Asian tropics, we found strong

differentiation in regional contributions to the

overall species richness of rattan palms (Fig.

3B). Considering bothwithin-region speciation

[(S), the difference between species number

and immigration (dispersal into the region)]

and emigration (E; dispersal to other regions)

relative to the regional species pool sizes (table

S12), we defined four roles and classified re-

gions accordingly: radiator (high speciation

and emigration; S ≥ 0.5, E ≥ 0.5), incubator

(high speciation but low emigration; S ≥ 0.5,

E < 0.5), corridor (low speciation but high emi-

gration; S < 0.5, E≥ 0.5), and accumulator (low

speciation and emigration; S < 0.5, E < 0.5).

This classification expands and differentiates

the widely used binary characterisation of bio-

geographic regions as either sources (high

emigration) or sinks (high immigration) of

biodiversity (4, 5) by recognizing that immi-

gration and emigration are not mutually ex-

clusive and by taking within-region speciation

into account. Radiators can be regarded as

sources, accumulators as sinks, corridors as

both sources and sinks, whereas incubators

are neither sources nor sinks.

The rattan floras of Borneo, Indochina, New

Guinea, and Sulawesi were mainly (S ≥ 0.5) de-

rived from within-region speciation (Fig. 3C

and table S12). These four regions are estab-

lished centers of biodiversity (4, 19, 39–41), yet

the relative importance of immigration and

within-region speciation in the assembly of

their high species richnesshas, toourknowledge,

not been quantified previously. Borneo was re-

solved as the only radiator, signifying a key

role both in generating new species and dis-

tributing them across the archipelago (Fig. 3B).

It acted as the only link connecting Indochina,

the Thai-Malay Peninsula, Sumatra, and Java

to its west, with Palawan, the Philippines, and

Sulawesi to its east (Fig. 2), and had the high-

est numbers of within-region speciation and

emigration events of all regions (table S12).

This finding is consistent with the previous

characterization of Borneo as a key source re-

gion of Southeast Asian biodiversity (4), and

further suggests that the island may stand out

as the single most influential region in shap-

ing the extant diversity of rattans in the Asian

tropics. By contrast, New Guinea, Indochina,

and Sulawesi were identified as incubators,

implying that these regions generated high

diversity in relative isolation with a limited

influence on other regions through emigra-

tion. The low proportion of emigration from

Indochina contrasts with previous inferences

performed at lower phylogenetic resolution (4),

Fig. 2. Dispersal and speciation of rattan palms across the Asian tropics. Dispersal and speciation were

inferred from ancestral range estimates (Fig. 1) using biogeographic stochastic mapping with 1000 iterations.

Arrows denote dispersals between regions for which at least one dispersal was inferred (table S13), with

width corresponding to the number of dispersals. Unidirectional dispersals are marked with the word

“one-way.” Areas of black circles correspond to the number of species per region, areas of white half

circles show the sum of dispersals into each region (immigrations), and red half circles show the sum of

dispersals out of each region (emigrations). Within-region speciation events were calculated as the difference

between number of species and immigrations. The continental shelves of Asia (left) and Australia (right)

are shaded in light gray. Dashed lines represent selected biogeographic boundaries that have been proposed

between Asia and Australia (44). For region abbreviations, see Fig. 1.
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highlighting the need for further research to

clarify the contribution of Indochina to the

extant species diversity of the Asian tropics.

The remaining regions had low (S < 0.5) pro-

portions of within-region speciation and were

dominated by immigration (Fig. 3C and table

S12). The Thai-Malay Peninsula, Sumatra, Java,

and Maluku were revealed as corridors, indi-

cating an important function in connecting

neighboring regions despite a small direct con-

tribution to overall species diversity through

within-region speciation (Fig. 3B). Our infer-

ences did not provide evidence for a dispersal

barrier between Borneo and Sumatra, which

has beenproposedbasedon floristic distribution

patterns (42). India, Palawan, the Philippines, and

Australiawere recovered as accumulators, sug-

gesting that they had a relatively low influence

on the extant rattan diversity of theAsian tropics

and currently largely serve as repositories of

species diversity generated elsewhere.

We inferred a total of 262 dispersal events

across the Asian tropics (table S13), most of

which (68.6%) were range expansions. On the

Sunda shelf, we found a dense web of 167 dis-

persals closely linking the floras of Borneo,

Sumatra, the Thai-Malay Peninsula, and Indo-

china (Fig. 2 and table S13). By contrast, re-

gions east of Sundawere connected by a linear

string of only 20 dispersals between Sulawesi,

Maluku, New Guinea, and Australia, validat-

ing the hypothesized function of Sulawesi and

Maluku as stepping stones between Sunda

and Sahul (3). Dispersals from Sunda to Sahul

were 2.5-fold more frequent than dispersals in

the opposite direction, which is consistent with

established patterns of biotic exchange across

the archipelago in other wet tropical plant and

animal lineages (17, 43).

Regional variation in biotic assembly

correlates with area and isolation

To test whether the inferred biodiversity pat-

terns (Figs. 2 and 3) could be explained by the

geography of the Asian tropics, we investi-

gated the correlation of speciation and disper-

sal with region size and isolation (Fig. 4) (33).

The number of dispersals decreased with in-

creasing distance between regions (R
2
= 0.41,

P = 0.001, n = 66) (Fig. 4A), and dispersal al-

most exclusively occurred between directly

neighboring regions (Fig. 2), reflecting the

well-established distance dependence of dis-

persal in plant and animal lineages (11, 13).

The only cases of dispersals bypassing inter-

mediate regions were found on the Sunda

shelf (Fig. 2), where direct land dispersal be-

tween the concerned regions was possible

during most of the Cenozoic (4, 37). Water

barriers were also found to impede dispersal,

withmore dispersals inferred between regions

that were continuously or regularly connected

by land than between regions permanently

separated by water (P < 0.001) (Fig. 4B). This

isolating effect of permanent water barriers is

reflected by the multitude of biogeographic

boundaries that have been proposed between

Sunda and Sahul (Fig. 2), such as Wallace’s

Line (14, 44, 45). Moreover, our results for

rattans, which are dependent on dispersal by

birds and mammals (23, 29), indicate that

none of these biogeographic boundaries are

absolute but that all have been repeatedly

crossed both by plants and animals.

The numbers of species and within-region

speciation events increased with region size

(R
2
= 0.52, P = 0.028, n = 9; R

2
= 0.70, P =

0.005, n = 9) (Fig. 4, C and D). This can be

explained by the area dependency of topo-

graphic and habitat diversity, population size,

and potential for within-region geographic

isolation of populations, all of which are linked

to speciation (12). The proportion of within-

region speciation also increased with the dis-

tance to the next closest region (R
2
= 0.57, P =

0.019, n = 9) (Fig. 4E), which may be due to

geographic isolation promoting speciation by

reducing gene flow (10, 13, 46) and is con-

sistent with the negative relationship between

dispersal and distance observed here (Fig. 4A).

Overall, these results (Fig. 4) are consistent

with island biogeographic theory (10, 13, 47).

This indicates that biotic assembly of rattan

diversity through speciation and dispersal (Figs.

2 and 3) was shaped by simple biogeographic

principles acting across the complex island

landscape of the Asian tropics (Fig. 4).

Conclusions

The evolutionary origins of the Asian tropics

have long remained unclear because of their

geographic complexity and the scarcity of

phylogenetic data (2, 3, 18–20). Our species-

level analyses of the rattan palms (Figs. 1 and 2)

indicate that their diversity in the Asian tropics

originated through the interaction of differ-

entiated regional contributions to overall diver-

sity determined by each region’s geographic

characteristics (Figs. 3 and 4). The regional

roles revealed for rattans may therefore be

A

B C

Fig. 3. Speciation, biotic assembly, and regional contributions to the overall diversity of rattans in

the Asian tropics. Analyses are based on biogeographic inferences of 360 species of rattan palms (Fig. 1).

(A) Modes of speciation. Within-region speciation accounted for most speciation events, whereas between-region

speciation resulting from geographic separation, such as vicariance or “jump dispersal” (colonization of a new region

directly followed by speciation), played a subordinate role. Numbers indicate speciation events. (B) Regional roles in

shaping the overall diversity of the Asian tropics. Roles were defined based on the proportions of within-region

speciation (S) and emigration (E) relative to the regional number of species (table S12). Radiators (S ≥ 0.5, E ≥ 0.5)

play a key role in generating new species and distributing species across the archipelago, incubators (S ≥ 0.5,

E < 0.5) generate high diversity in isolation, corridors (S < 0.5, E ≥ 0.5) produce few new species but are important in

linking other regions, and accumulators (S < 0.5, E < 0.5) are mostly composed of immigrant species. Note

that the proportion of immigration is the inverse of the proportion of within-region speciation. Circled areas

correspond to the relative number of species per region. (C) Biotic assembly of regions. Region positions

indicate the relative contributions of immigration and within-region speciation in the biotic assembly of these

regions. For region abbreviations, see Fig. 1.
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broadly generalizable to other plant and ani-

mal lineages.

Further research will be required to explore

how these geography-driven patterns of spe-

ciation and dispersal are modulated by biotic

factors such as ecological characteristics (e.g.,

soil preferences), species interactions (e.g., com-

petition, predation, and mutualisms such as

seed dispersal), and extinction (10, 12, 47). For

a comprehensive understanding of the origins

of tropical Asian biodiversity, densely sampled

phylogenetic analyses of other species-rich

lineages are needed to account for all dimen-

sions of biodiversity, including life forms (e.g.,

plants and animals), habitats (e.g., wet and dry,

montane and lowland, terrestrial and marine),

dispersal modes (e.g., animal or wind disper-

sal), and lineage ages (old and young). Our

regional classification can be applied to the

study of biotic assembly in different lineages,

geographic contexts, and spatial scales, so that

a more general understanding of the evolution

of biodiversity in the Asian tropics and other

species-rich areas may be allowed to emerge.
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COSMIC DUST

Three-dimensional maps of the interstellar dust
extinction curve within the Milky Way galaxy
Xiangyu Zhang*† and Gregory M. Green†

Interstellar dust grains cause extinction (absorption and scattering) of light from background astronomical

sources. The spectral shape of the extinction curve depends on the dust composition. We used low-resolution

optical spectra to measure the extinction curve of 130 million stars. By inverting these data, we mapped the

extinction curve parameter R(V ) within the Milky Way in three dimensions and within the Magellanic Clouds

in two dimensions. These maps provide improved extinction corrections for astronomical observations. We

find that R(V ) varies with extinction, consistent with dust grains growing by accretion in low-extinction regions

and by coagulation in higher-extinction regions. Star-forming regions have high R(V) values, indicating either

preferential destruction of small dust grains or additional supply of large dust grains in those regions.

I
nterstellar dust consists of microscopic

solid grains and is ubiquitous in the inter-

stellar medium (ISM). At ultraviolet (UV),

optical, andnear-infrared (NIR)wavelengths,

dust scatters and absorbs light, thereby

dimming, reddening, and polarizing the light

from background sources. The combination of

absorption and scattering by dust causes ex-

tinction, quantified as

A lð Þ ≡ 2:5log10
f0 lð Þ

fobs lð Þ

� �

ð1Þ

where l is the wavelength, f0 is the intrinsic flux

(before extinction), and fobs is the observed flux

(after extinction). The spectral shape of A is

referred to as the extinction curve.

The shape of the extinction curve depends

on the optical properties (which depend on

composition) and size distribution of the dust

grains (1). The chemical composition of dust is

constrained by the depletion of gas-phase elem-

ents (1, 2). The grain-size distribution is set by

the balance between growth (accretion, coagu-

lation) and destruction (sputtering, shattering)

processes (3, 4). These processes can be inves-

tigated by comparing extinction curves with

other observables of the ISM (5–7). During the

evolution of a galaxy, the grain-size distribution

changes, causing the extinction curve to vary

both spatially throughout the galaxy and in

time (8–10).

Within theMilkyWay galaxy, the optical-NIR

extinction curves of different sightlines can be

described by a family of model curves, parame-

terized byR Vð Þ ≡ A Vð Þ= A Bð Þ � A Vð Þ½ �, where
B and V are standard blue and green optical

filters, respectively (11–13). R(V ) therefore quan-

tifies the slope of the extinction curve at op-

tical wavelengths. The dust extinction curve

is typically studied using spectroscopy of hot

young stars (OB stars), which have smooth

and well-understood intrinsic spectra (11, 14).

Large spectroscopic and photometric sur-

veys provide statistical measurements of the

extinction curve for a larger number of sight-

lines. R(V ) has been measured for samples of

~37,000 stars (15) and ~3 million stars (16).

Such large samples can be used to map how

R(V ) varies within the Milky Way, which has

shown variations on kiloparsec scales (17).

Adopted datasets

We investigated howR(V ) varies using archival

low-resolution, flux-calibrated blue photometer

and red photometer (BP and RP, collectively

referred to as XP) spectra collected by the Gaia

space telescope (18–21). The XP spectra provide

flux measurements at 61 wavelengths, many

more than broadband photometric surveys,

which is sufficient spectral resolution to deter-

mine the shape of the extinction curve (22–24).

Most stars with XP spectra also have Gaia pa-

rallax measurements, which can be combined

with photometry to determine the distance to

the star. To supplement the XP spectra, we

adopted additional photometry from NIR (25)
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andmid-infrared (MIR) (26) surveys, extending

our wavelength coverage out to 4.6 mm.

We usedmachine learning to determine both

a stellarmodel and a dust extinction curve along

each sightline from the Gaia data (27). The

machine learning model was trained on a

small subset (∼1%) of the Gaia XP catalog

that has matching higher-resolution spectros-

copy from the Large Sky Area Multi-Object

Fiber Spectroscopic Telescope (LAMOST) sur-

veys (28). The LAMOST data allowed the stellar

parameters of the training set to be determined

independently of the dust extinction parame-

ters. The training set provides sufficient cover-

age for stars with effective temperatures of

~4000 to 8000 K (27).

Stellar model and quality cuts

We constructed a forward model that predicts

the observed flux as a function of stellar and

dust parameters. The intrinsic stellar spec-

trum is described by a neural network, which

maps atmospheric parameters (effective tem-

perature,metallicity, and surface gravity, which

we collectively denote as q) to the intrinsic

flux (Fl) at eachwavelength. The stellar flux is

dimmed according to its distance, which we rep-

resent using stellar parallax (ϖ). In contrast to

our previouswork (22), we allowed the shape of

the extinction curve, R(x), to vary within a

family of curves (Eq. 2 and fig. S1A) controlled

by a single fitting parameter x, which is allowed

to vary between stars. x functions similarly to

R(V ) in previous dustmodels (11–13). The total

amount of extinction is quantified by a fitting

parameter E. We implemented the model in

the machine learning programming package

TensorFlow 2 (29). Our forward model maps

the stellar and dust parameters to the observed

stellar spectra using the equation

f l q;ϖ;E; xð Þ ¼ Fl qð Þϖ2e�ER xð Þ ð2Þ

where the mapping from x to the extinction

curve, R(x), is given by

ln R xð Þ ¼ ln R0ð Þ þ tanh xð ÞDln Rð Þ ð3Þ

where ln(R0) andDln(R) aremodel parameters

shared by all stars that were learned while

training the model. Applying the tanh function

to x limits the size of its effect on the extinction

curve.

We trained this model using 2.4 million

stellar-type parameter estimates fromLAMOST

data release 8 (28, 30). We used a catalog of hot

stars (31) as priors on q, reddening estimates

from a three-dimensional (3D) dustmap (32) as

priors on E, parallax measurements from Gaia

data release 3 (19) as priors on ϖ, and a unit

normal distribution prior on x. For stars that

are not in the prior reddening map (32), we

adopted values from a 2D dust map (33). We

sampled the XP spectral flux at 10-nm incre-

ments from 392 to 992 nm, similar to previous

work (22).

We applied our trained model to all 220

million Gaia XP spectra [augmented with the

Fig. 1. Map of R(V ) in the Galactic plane.

(A) Polar map for targets within 2.6 kpc of the

Sun (marked with the ☉ symbol) and within 400 pc

above or below the plane. ‘ is the Galactic longitude.

R(V ) (color bar) was calculated by averaging our

maps of differential extinction at 440 and 550 nm.

Contours enclose regions of high differential

extinction at 550 nm (see legend). White regions

were excluded owing to insufficient extinction

[DA(550 nm)/DD < 0.1 mag kpc−1] to measure

R(V ), including within the Local Bubble. Purple dots

indicate the locations of O-type stars (47). Specific

regions are labeled. (B and C) Zoomed views

of the same map in two ranges of Galactic longitude,

out to a distance of 0.8 kpc.

A

B C
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NIR and MIR photometry (25, 26) and Gaia

parallaxes] to infer the parameters q,ϖ,E, and

x for each star. Because 99% of the sources

with XP spectra do not have LAMOST obser-

vations, we imposed weak priors on the stellar

parameters, on the basis of their distribution

in our training set; this restricted themodel to

regions of stellar parameter space that were

covered by the training set.We used the Fisher

Fig. 3. Sky maps of R(V ) around five dense

clouds. (A) R(V) map using stars with E > 0.1 mag at

distances between 0 and 3 kpc. (B to F) Zoomed

views of five dense clouds, with R(V ) calculated

using stars in distance ranges (labeled in each

panel) that contain the selected cloud, determined

from a previous 3D dust map (32). Foreground

extinction has been removed from each panel by

subtracting maps of the average extinction of

stars in front of each cloud. Gray contours enclose

regions of high extinction (labels indicate the

values of E), taken from the previous map (32). In

highly extinguished regions with few observed

stars, R(V) values of individual stars are plotted

as dots. In (F), the center and approximate radius

of the Orion Nebula are denoted by the purple

cross and circle, respectively.
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Fig. 2. Map of R(V ) across the sky, in discrete

distance bins. R(V ) (color bar) was calculated

equivalently to Fig. 1 and projected onto the plane of

the sky in four distance bins. R(V) maps are shown

in the distance slices (A) 0.0 to 0.4 kpc, (B) 0.4

to 1.0 kpc, (C) 1.0 to 2.0 kpc, and (D) 2.0 to 5.0 kpc.

White areas are excluded owing to having DE/DD <

0.1 mag kpc−1 or DE < 0.1 mag, where DE is the

difference of extinction (E) in adjacent distance

bins. Contours enclose high-extinction regions with

DA(550 nm) > 0.7 mag. Labels indicate the positions

of dense molecular cloud complexes (48).
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information matrix to propagate observational

uncertainties into the stellar parameter esti-

mates. We then converted the estimates of x

into R(V ) for each star (27).

We then imposed quality cuts on the model

output, to ensure that the extinction curve was

sufficientlywell constrained (27).Webuilt three

classifiers to set thresholds on the reliability of

our estimates on effective temperature (Teff),

metallicity ([Fe/H]), and surface gravity (log g)

(27). For the 130 million stars that passed our

quality cuts, we obtainedmedian 1s uncertain-

ties of ±130K in Teff, ±0.03mag in E, and ±0.18

in R(V ).

The learned family of extinction curves is

consistent with those derived using higher-

resolution spectra (see supplementary text

in the supplementary materials). Our R(V )

Fig. 4. The dependence of R(V ) on extinction in

four clouds. Shading in each panel shows the

conditional distribution of R(V) for each value of dust

extinction E at a distance of 3 kpc, as predicted

independently using a 3D dust extinction map (32).

White indicates zero probability density and black

corresponds to the maximum probability density in

each extinction bin. Data are shown for four clouds:

(A) 15,147 stars in Orion A, (B) 19,996 stars in

Taurus, (C) 50,120 stars in Perseus, and (D) 44,830

stars in r Ophiuchus. For each cloud, we selected

stars within a distance range (labeled in each panel)

chosen to select stars that are either embedded in or

behind the cloud. At high extinctions, where there are

fewer than 20 stars in each bin, gray dots indicate

individual stars. Cyan lines mark the 16th, 50th, and

84th percentiles of the R(V) distribution in each

extinction bin. Red dotted lines show the average

Milky Way R(V ) of ~3.1. Yellow circles indicate R(V )

measurements (error bars show 1s uncertainties) of

individual hot stars from previous studies (11, 14).

A B

C D

Fig. 5. Maps of R(V ) in the Magellanic Clouds.

R(V ) (color bar) mapped in (A) the LMC and

(B) the SMC. Regions with A(550 nm) < 0.15 mag

have been masked out. Foreground extinction

in the Milky Way has been subtracted (see text).

Magenta circles in (A) indicate star-forming

regions in the LMC, most of which have higher

R(V ) than the LMC average. Dashed gray lines are

a coordinate grid.
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measurements have a monotonic correspon-

dence with previous work (see supplemen-

tary text).

Mapping the distribution of R(V )

We generated 3D maps of R(V ) from our ex-

tinction estimates of 130million stars. We first

calculated sky maps of the average extinction

at 440 and 550 nm (the approximate central

wavelengths of B and V bands) at different

distances. We then calculated the value of R(V )

in the 3D space (voxel) between adjacent dis-

tance bins and angular positions, using R Vð Þ ¼
DA Vð Þ= DA Bð Þ � DA Vð Þ½ �, where DA(B) and

DA(V ) are the difference of extinction of ad-

jacent distance bins in B and V bands.

Figure 1 shows the projection of our R(V )

map onto the Galactic plane, for locations

within 2.6 kpc of the Sun and <400 pc above

or below the plane. We find spatial corres-

pondence between the value of R(V ) and sev-

eral known local structures (34, 35), which are

labeled in the figure. The Carina-Sagittarius

spiral arm has higher R(V ) than the average,

while the Split feature has lower R(V ); both

regions contain numerous molecular clouds.

We ascribe this difference to the high density

of OB stars and star-forming regions in Carina-

Sagittarius, which are absent in the Split (34).

Averaging over the entire 3D map within 4 kpc

of the Sun,we find amedianR(V ) in each spatial

voxel of 3.11 (1s range from 2.60 to 3.88). In-

tegrating along each line of sight, the median

R(V ) is 3.08 (1s range from 2.86 to 3.28) (see

supplementary text). These values are consistent

with previous studies that found a mean R(V )

within the Milky Way of about 3.1 (12, 15).

Figure 2 shows maps of R(V ) across the sky

in four distance bins. We find that regions con-

tainingmolecular clouds have low R(V ) values.

In themost distant bin, 2 to 5 kpc, we find low

R(V ) values toward the Galactic Center (‘ = 0°),

which is consistent with previous photometric

results (36).

Figure 3 shows sky maps of R(V ) zoomed

into the positions of five dense clouds.We find

low R(V ) in the outer, intermediate-density re-

gions of three of these clouds (Orion A, Taurus,

and part of Mon OB1). However, in the lines of

sight toward the densest regions of the clouds,

such as the Orion Nebula, we find higher R(V )

values than in the outskirts. For reasons that

are unclear, the Perseus cloud shows a more

complex pattern. In r Ophiuchus, both the

central andouter regionshavehigherR(V ) than

the average value in theMilkyWay (~3.1), which

could be due to the recent and ongoing star

formation in this region (37–39). Figure S9

shows the R(V ) maps of r Ophiuchus and the

adjacent region of Upper Scorpius compared

with the distribution of OB stars, which are

tracers of star formation (see supplementary text).

We investigated how R(V ) depends on ex-

tinction in four clouds (Fig. 4). For Orion A,

Perseus, and Taurus, we find a U-shaped rela-

tion: R(V ) decreases with increasing E at low

extinctions and then shows the opposite trend

at high extinction (E ≳ 0.75 mag). No such

minimum is seen in the r Ophiuchus data.

WealsomappedR(V ) in theLargeMagellanic

Cloud (LMC) and Small Magellanic Cloud

(SMC), two satellite galaxies of the Milky Way.

The LMC and SMCboth have lowermetallicity

than does the Milky Way and so could poten-

tially have different dust properties. After re-

moving foreground extinction of theMilkyWay

(see supplementary text), we find that the SMC

has lower R(V ) than the Milky Way average,

which is consistent with previous studies (40).

The LMChas awider range ofR(V ), with higher

values in some star-forming regions (Fig. 5A).

Implications for dust properties

We have identified a general trend wherein

R(V ) is usually higher than average in regions

of the ISMwith low column density of dust, as

traced by E (Fig. 3A), and R(V ) typically de-

creases as E increases. In the highest-extinction

regions of some clouds, such as Orion A,

Taurus, and Perseus (Fig. 4, A to C), we find

that this trend reverses, with R(V ) increasing

with greater extinction. Previous work has

shown that R(V ) tends to increase in the cold,

dense cores of molecular clouds (41, 42). We

generally observe decreasing R(V ) with increas-

ing extinction in the translucent (moderate-

density) ISM, before R(V ) increases again in

the densest inner regions of clouds. Next, we

considered possible physical explanations for

this trend.

The two dominantmechanisms of dust grain

growth in the ISM are (i) accretion of elements

from the gas phase as they condense onto the

surface of grains and (ii) coagulation of grains

that collide and stick together. Although both

processes increase the average grain size, their

effects on the grain-size distribution, and thus

R(V ), are different (4). Accretion tends to de-

posit a layer of approximately equal thickness

onto each grain, so smaller grains experience a

larger fractional increase in surface area than do

the larger grains. The resulting cross section–

weighted average grain size decreases, so the

extinction curve steepens and R(V ) decreases.

In contrast, coagulation converts pairs of small

grains into single larger grains, preferentially

depleting the population of small grains. This

drives the grain-size distribution toward larger

grains, so the extinction curve becomes flatter

and R(V ) increases.

Because accretion involves interactions be-

tween dust grains and the surrounding gas, it

occurs at lower densities thandoes coagulation,

which requires direct collisions between dust

grains. As more-refractory (low condensation

temperature) elements accrete onto grains, they

become depleted from the gas phase, so the

accretion rate decreases (2). We interpret our

results as indicating that accretion is the domi-

nantmechanism of grain growth in themoder-

ately dense translucent regions of interstellar

clouds, which is consistent with the observed

decrease in R(V ) with dust density. We suggest

that, at higher densities, coagulation becomes

the dominant grain growth mechanism, so

R(V ) increases.

In themaps, we identify regions of high R(V )

close to locations with recent (or ongoing)

star formation (see supplementary text). We

observe high R(V ) across the entire Upper

Scorpius and r Ophiuchus region (Fig. 3C and

fig. S9), which hosts an association of OB stars

and contains both ongoing and recent star

formation (37–39). Two-dimensional sky pro-

jections show that this region has highR(V ) in

both low- and high-extinction regions (Fig. 4D),

which might be typical of star-forming regions.

In Fig. 1, concentrations of OB stars are often

surrounded by regions of high R(V ). For exam-

ple, although much of the Radcliffe Wave re-

gion has lowR(V ) and contains fewOB stars,

Cygnus X (located at one end of the wave)

contains a large concentration of OB stars and

has higher R(V ). The Split region, which con-

tains few OB stars, has low R(V ). The Carina-

Sagittarius spiral arm has a higher density of

OB stars and also has highR(V ). This behavior

is also apparent in the LMC, where a few star-

forming regions have higher R(V ) than the

rest of that galaxy (Fig. 5A). There are several

physical mechanisms that could produce this

association between star formation and high

R(V ), including preferential destruction of

small grains by supernova shocks (8), or the

formation of large grains in dense molecular

cores (3,43), which are dispersed into the trans-

lucent ISM by stellar feedback (44).

Previous work (15) found an anticorrelation

between R(V ) and the dust emissivity spectral

index b (45), which quantifies the spectral

shape of dust thermal emission in the far in-

frared.We find a similar trend for low-Galactic-

latitude sightlines (see supplementary text and

fig. S6A). Those sightlines are complex, with

multiple interstellar clouds along each one,

and so cannot be used to determine whether

b and R(V ) are anticorrelated in individual

clouds. We therefore investigated these param-

eters in clouds at higher Galactic latitudes (27),

finding aweaker anticorrelation between b and

R(V ) than in previous work (fig. S6B).

Utility for extinction corrections

Many astronomical observations require cor-

rection for foreground dust extinction. Previous

dust extinction maps have assumed a constant

value of R(V ), which we estimate introduces a

systematic uncertainty of ~10% in extinction

[assuming the typical range of R(V ) we ob-

serve in the Milky Way]. Our 3D map (46)

provides theR(V ) value for foregrounddust as a

function of distance along any given sightline
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in the Milky Way, which can be incorporated

into dust correction calculations to avoid this

systematic uncertainty.
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Geological resource production constrained by
regional water availability
Kamrul Islam1, Keitaro Maeno1, Ryosuke Yokoi1, Damien Giurco2, Shigemi Kagawa3,

Shinsuke Murakami4, Masaharu Motoshita1*

Although the global economy requires geological resource mining, production has substantial

environmental impacts, including the use of regional available water. In this study, we shed light on

the global production capacity of 32 mined geological resources, considering regional water

availability as a constraint. We found that current resource mining greatly exceeds regional

water constraints for several, notably copper (37% of current production exceeds available water

capacity) in 2010. Changing the location of production to regions of lower water stress would

alleviate current exceedances of water constraints; however, considering economic factors shows

that this is not always feasible. Future demand for geological resources is expected to require a

considerable increase in water consumption. Considering the constraints of water resources in

geological resource production is crucial for sustainability.

M
ined geological resources, for example,

minerals, metals, and rocks, are essen-

tial for developing and sustaining the

global economy. Since the early 2000s,

geological resource extractionhas risen

by more than 50% (1), driven by increasing

demand for raw materials, and this upward

trend is expected to continue because of the

build-up of global material stocks (2) and the

expansion of low-carbon infrastructures, such

as wind and solar energy and battery storage

capacities (3, 4). The extraction and processing

of geological resources can lead to several ad-

verse environmental effects, including land

use changes (5–10), biodiversity loss (11–13),

increased CO2 emissions (14), acid mine drain-

age (15), periodic tailings dam disasters (16),

and water pollution (17). The significant in-

crease in the production of mined geological

resources is a part of the “great acceleration”

(18) arguably pushing the global socioeco-

nomic metabolism beyond planetary bounda-

ries (19, 20), whichdefines a safe operating space

for the current society to develop and thrive

while maintaining the resilience and func-

tioning of the earth system.

Mining and processing operations of ge-

ological resources require great amounts of

water, often entering the operations from sur-

face and underground water sources (21–23).

Moreover, water use and consumption in ge-

ological resource mining and processing is

a critical challenge, as it competes with wa-

ter use in other production systems, such as

agriculture. Mining, although constituting a

small fraction of global water use (2 to 4.5%

in mining-intensive countries), substantially

strains regional water supplies, impacting quan-

tity and quality (24). Our previous study de-

termines sustainable water use by regional

carrying capacities (RCCs), which are defined

as the remaining water for humanity after
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securing water for ecosystems (25). Accord-

ing to the estimate based on this approach,

freshwater use currently exceeds the limits of

water resources at the regional level, depriving

aquatic ecosystems of the water they need to

endure. Therefore, geological resource produc-

tion at the locationwherewater is overexploited

beyond the carrying capacity will need to reduce

production (to the limit for aquatic ecosystem

conservation).

In this study, we aimed to determine a sus-

tainable capacity for geological resource produc-

tion under the constraint of regional available

water and identify the potential gaps between

sustainable production and projected future

demand. Firstly, we established datasets on

water consumption intensity for producing

32 geological resources in 2010 (table S1),

representing all geological resources available

in the SNL database, through an extensive

literature review. The SNL database provides

the operational data of global mines with the

largest coverage, including the mined volume

of each geological resource (26). Linking water

consumption intensity with geological resource

production data from the SNL database en-

abledestimates of thewater consumptionvolume

for geological resource production on a global

scale. Secondly, we defined the overproduction

of geological resources based on the water vol-

ume consumed for geological resource produc-

tion beyond the RCCs of water resources of

global watersheds, which were estimated in

a previous study (25). Thirdly, we explored

the theoretical potential of alleviating the over-

production of geological resources based on

three defined scenarios. Lastly, we demon-

strated how water constraints may cause gaps

between sustainable production and projected

future demand for geological resources follow-

ing socioeconomic pathways (SSPs) as future

scenarios (see details in materials andmethods)

(27–29). The definitions of key terms in this

work are available in table S2.

Results

Water consumption for geological resource

production and its spatial distribution

The total water consumption for geological re-

source production [including extraction, crush-

ing, processing, and refining (see details in

materials and methods)] in 2010 from the

3319 mines studied was estimated to be 6739

(±1564) million m
3
. The estimated volume

of water consumption for geological resource

production was equivalent to 7 (±2)% of

total industrial water consumption in 2010

(96,146 million m
3
). Six major geological re-

sources accounted for 94% of the total water

consumption for geological resource produc-

tion in the world: iron (33%), coal (24%), phos-

phate (15%), copper (10%), gold (8%), and

nickel (4%) (Fig. 1; see table S8 for details).

Iron and coal required a relatively smaller vol-

ume of water consumption per ton produced

(table S3), whereas the relatively larger pro-

duction volumes contribute to the dominant

water consumption for these geological resources

(table S4). By contrast, phosphate productionwas

less than one-tenth that of iron and coal but

resulted in a comparable amount of water con-

sumption for its production because it is so

water intensive.

Sustainability of water consumption for

geological resource production

Constraints on water use depend not only on

how much water is needed for geological re-

source production but also on howmuchwater

is available in the region. We estimated the

overproduction of geological resources, namely

the proportion of production inducing water

consumption beyond RCC, at global mining

sites aggregated intowatersheds for 2010 (Fig. 2).

Mines in Chile and Peru had the highest over-

production rates (25 to 100%). The scarcity of

surface and groundwater in these regions has

led to the use of desalinated ocean water for

geological resource production (30). A total of

215 watersheds where 132 mines were located,

accounting for 6% of the total watersheds with

mines, experienced geological resource over-

production; although overproduction rates

vary, close to half of these watersheds (105

out of 215 watersheds) had more than 75%

overproduction rates across 64 mining sites.

Most of these mines with higher overproduc-

tion rates (>75% overproduction) mined cop-

per (22 sites), gold (14 sites), iron (11 sites), and

coal (8 sites).

Top 10 geological resources in water over-

consumption for their production accounts for

around 98% of the total water overconsump-

tion: iron, coal, phosphate, copper, gold, nickel,

zinc, bauxite, chromite, and manganese (Fig. 3;

see fig. S1 for details of all geological resources).

Copper shows the largest proportion of over-

consumption (37%of current production exceed-

ing water resource capacity in 2010) to the

current production, whereas iron shows the

largest volume of water consumption but a

lower proportion of overconsumption (9% of

current production exceeding water resource

capacity in 2010). Considering the volume of

water overconsumption, coal shows the largest

volume (382 million m
3
), followed by copper

(260 millionm
3
). This implies that the current

momentum of decarbonization through an en-

ergy shift from coal may have synergistic ef-

fects on the reduction in greenhouse gas

emissions and sustainable water use; amassive

reduction of coal production will be needed

to make a difference in the context of water

stress alleviation. Meanwhile, decarboniza-

tion technologies are expected to require

copper, and their large-scale implementation

will increase the future demand for copper

(31, 32), possibly increasing its overproduc-

tion beyond the sustainable capacity of re-

gional water resources.

Potential for alleviating overproduction

Six major geological resources showed major

overproduction relative to their current pro-

duction owing to the consumption of large

water volumes. We found that countries with

large geological resource production faced over-

production, whereas some countries with no

overproduction had the capacity for additional

production with respect to water resource avail-

ability (fig. S2 and table S5), indicating a large

substitution potential for geological resource

production to alleviate overproduction in other

producing countries. Therefore, we analyzed

the alleviation potential for substituting over-

production by countrieswith no overproduction

in three defined scenarios: alleviation by substi-

tution is limited by only production capacity

(scenario 1), production capacity and market

competitiveness (scenario 2), and production

capacity and overproduction rate (scenario 3).

Scenario 1 represents the maximum allevia-

tion potential; others additionally consider

more possible constraints in the context of

economic competitiveness by prioritizing al-

leviation in countries with large volumes of

overproduction (scenario 2) or high water

stress (scenario 3) (see the detail of scenarios

in table S6).

By adhering solely to the annual production

capacity constraints, which are based on the

water resources’ carrying capacity, we suc-

ceeded in avoiding the overproduction of all

six major geological resources in scenario 1;

however, the production increase in substi-

tuting countries may not be feasible due to

the limitations of facility capacity, labor, and

other socioeconomic constraints for some

geological resources, such as coal (166%),

Fig. 1. Breakdown of the total water consump-

tion (million cubic meters) for mineral produc-

tion by geological resource.
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copper (217%), gold (101%), and phosphate

(83%) (fig. S3). Conversely, the substitution

potential decreased when we considered the

economic competitiveness of goods produced

in a country in scenarios 2 and 3. For example,

some proportion of the overproduction in the

current scenario (Business as Usual) will still

remain in scenarios 2 and 3: 33 to 42% for coal,

30 to 32% for copper, 6 to 17% for iron, 64 to

77% for gold, 93% for phosphate, and 25 to 28%

for nickel (table S7). These results indicate that

the theoretical potential of substituting produc-

tion with limitation by only production capacity

(scenario 1) was sufficiently large to alleviate

overproduction, but the feasible potentialswhen

we considered the economic competitiveness of

substituting countries (scenarios 2 and 3) were

insufficient to cover the overproduction of all

geological resources under the current situa-

tion. Detailed information on the major sub-

stituting countries in all scenarios is provided

in table S8.

Future water consumption for geological

resource production

We demonstrated that the current production

of some geological resources already exceeds

the production capacity under the constraint

of sustainable water use (Fig. 4). This situation

may worsen, given the projected increase in

geological resource demand in the future. Coal

will gradually increase water consumption until

the midcentury. After the midcentury, water

consumption for coal will increase in the three

scenarios (middle of the road, SSP2; regional

rivalry, SSP3; fossil-fueled development, SSP5),

whereas a slight decrease of water consump-

tion occurs in the sustainability (SSP1) and

inequality (SSP4) scenarios (see the details of

each scenario in fig. S4). In particular, SSP5

will result in a rapid increase after the mid-

century owing to the economic growth and

dependency on fossil fuels. Coal shows distinct

temporal trends comparedwithmetals (copper,

iron, and nickel) becausemetals can be stocked

in society and recycled after the lifetime of the

embodied products. The three major metals’

production is projected to cause a rapid increase

in water consumption until the midcentury,

then decline with the increased recycling of

thesemetals in all scenarios, except for SSP3,

which will reduce the demand for primary

metals and associated water consumption. In

the regional rivalry scenario (SSP3), the popu-

lation in middle-income countries will con-

tinue increasing, although other scenarios will

decrease the population in middle-income

countries after the midcentury. The tempo-

ral change will differ between the SSPs, al-

though, across scenarios, thewater consumption

Fig. 2. Rate of overproduction of geological resources at watershed level during 2010. (A) The overproduction rate (%) in each watershed for

global watersheds. (B) The zoomed-in view of mines within watersheds located in Chile and Peru. (C) The zoomed-in view of mines in watersheds in India

and northern China.
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for producing these metals is expected to

reach a higher level in the future than the

consumption in 2010. Considering the sus-

tainability scenario (SSP1), water consump-

tion associated with the production of these

metals will increase by up to 241% for copper,

119% for iron, and 239% for nickel during the

midcentury compared with those for their

2010 production (Fig. 4). This highlights that

water constraint for geological resource pro-

ductionmay becomemore severe in the future.

In this case, the crucial point is that, owing to

the changing climate, future changes in water

availability and associated RCC will differ

worldwide (33). Because we could not con-

sider this aspect when estimating the future

water consumption for geological resource pro-

duction, our projections could be considered to

contain uncertainty in the estimates in addi-

tion to the incompleteness of the coverage of

global mines.

Discussion

Our results highlight that the environmental

constraints, in particular, water scarcity, must

be consideredwhen discussing the sustainable

production of geological resources, in addition

to factors such as geological resources’ abun-

dance in the earth’s crust, energy requirements

in extraction and processing, and purely eco-

nomic considerations, such as the availability of

labor and other inputs. Both the magnitude

andwater consumption intensity for geological

resource production determine the overpro-

duction of geological resources. Overproduction

varies by location, allowing for the potential to

fully avoid overproduction of geological re-

sources under the constraint of sustainable

water use by shifting production fromwater-

limited to water-rich regions. However, the

feasibility of substitution will be restricted

by several factors, including economic reali-

ties. Apart from the factors considered in this

study, such substitution of geological resource

production could be limited by the operational

capacity of mining and production sites, in-

cluding labor, quantity, and quality of deposits

in substituting mining sites as well as produc-

tion cost and market price of commodities. The

detailed estimation of potential substitution

with the consideration of these additional fac-

tors is a complex challenge but necessary in fu-

ture analyses for governments and industries

to plan sustainable geological resource pro-

duction. An adequate regulatory framework

and regular long-run planning of geological

resource production are crucial for achieving

sustainable water management in geological

resource production. Appropriate allocation

of the rights of water users (34) and consid-

eration of relevant factors, including external

cost of production activities, will be an effec-

tive option to avoid water constraints on fu-

ture geological resource production.

Our findings indicate that increasing de-

mand for major geological resources in the

future, owing to economic and population

growth, will increase water consumption asso-

ciated with their production by around triple

that of the present and may worsen the over-

production of geological resources. Although

some scenarios demonstrate the decrease in

water consumption for metal production ow-

ing to recycling metal stocks in society, the ef-

fects can be observed only after themidcentury,

as it will take some time until stocks become

available for recycling (14). This highlights

that the improvement of water intensity for

geological resource production and chang-

ing the location of geological resource pro-

duction are crucial solutions to reduce the

pressure of the overproduction of geological

resources from a short-term perspective. At

the same time, the advancement of recycling

technologies and systems will also contribute

to sustainable geological resource use from a

long-term perspective. In addition, the demand

for somemetals, for example, copper and nickel,

is expected to rapidly increase in response to

the deployment of renewable energy technol-

ogies for decarbonization (32). Some previous

studies have already suggested that such an

increasing demand for metals for renewable

energy technologies will exceed the capacity of

production facilities (35) and the reserve of me-

tals (31). Our results of increasing water con-

sumption of metal production in the future

confirm and complement these concerns on

the future availability of metals.

As a first attempt to explore the relationship

between geological resource production and

wateruse,wehighlighted thepotential influence

of the RCC of water use on geological resource

production. Although the primary constraints

on geological resource supply are often related

to extraction capabilities and funding, our find-

ings suggest the possibility that water use can

pose a limiting factor in regional water avail-

ability and aquatic ecosystem conservation.

However, the results and conclusions of this

study have some methodological limitations.

The limitations listed in the following para-

graph should be overcome in future studies to

obtain more robust results.

One of the primary objectives of this study

was to illustrate the global picture of the cur-

rent pressure of geological resource production

on regional water resources. The mining data-

sets were derived from the SNL database, a

comprehensive database covering globalmines.

However, the coverage of global mines is im-

perfect, as shown in tables S4, S9, and S10.

There is potential for updating this analysis

with comprehensive andup-to-date information

on global mining sites (36), and site-specific

production and commodity-level information

need to be disclosed and obtained in parallel.

Moreover, the intensity of water consumption

for geological resource production has been

derived from extensive literature reviews; how-

ever, we could not fully consider the effects of

site-specific conditions of water use, including

the effects on the water flows by geological

changes for mining. Water for geological re-

source production is recycled or reused, and

desalinated water is used in some produc-

tion sites located in water-stressed areas. In

addition, different water flows (e.g., evapo-

transpiration, product incorporation, and

water transfers) are relevant to geological

resource production (37), whereas the dis-

crimination of water flows will be needed

when considering countermeasures. In fact,

some of the geological resources industry have

developed their own framework for water

accounting that enables tracing and man-

agement of relevant water flows for mining

(38). However, such a good practice still needs

time to be widely adopted by global produc-

tion sites. For a more accurate estimation, the

location-, technology- and water flow–specific

water intensity for geological resource produc-

tion should be pursued, although collecting

location- and technology-specific data is cur-

rently challenging.

Regarding the estimation of the geological

resource production capacity in the watershed,

we assigned the RCCs for all water users in

proportion to the amount of the total human

water consumption for each use. This was a

simplified assumption; however, it may have

affected the estimation of the overproduction

of geological resources. A completely acceptable

Fig. 3. Water consumption of the top 10

geological resources with the largest volume of

water overconsumption. Overconsumption

(red) is defined as the water volume consumed

for geological resources production beyond

the regional water availability (blue). The version

covering all geological resources is available

in fig. S1. The detailed data are available in

table S11.
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allocationmethodremainsundevised; therefore,

several viable options for allocating RCCs to

each water user should be tested in the fu-

ture. For future projections of water con-

sumption for geological resource production,

we estimated only the global amount of water

consumed to produce major geological re-

sources without assessing geological resource

overproduction owing to the lack of reliable

data on the geographical distribution of geo-

logical resource production and water availa-

bility and consumption.
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Fig. 4. Future water consumption associated with coal, copper, iron, and nickel production during 2010 to 2100 under different SSPs. Note that the

shaded area in the plot denotes the range of future water consumption as the uncertainty of the estimation based on the standard deviation of water consumption

intensity. Owing to the unavailability of data, the uncertainty of water consumption for coal production could not be estimated. SSP1, sustainability; SSP2, middle

of the road; SSP3, regional rivalry; SSP4, inequality; SSP5, fossil-fueled development.
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ICE SHELVES

Deep learning the flow law of Antarctic ice shelves
Yongji Wang1,2,3*, Ching-Yao Lai1,3*, David J. Prior4, Charlie Cowen-Breen5†

Antarctic ice shelves buttress the grounded ice sheet, mitigating global sea level rise. However,

fundamental mechanical properties, such as the ice flow law and viscosity structure, remain under

debate. In this work, by leveraging remote-sensing data and physics-informed deep learning, we provide

evidence over several ice shelves that the flow law follows a grain size–sensitive composite rheology in

the compression zone. In the extension zone, we found that ice exhibits anisotropic properties. We

constructed ice shelf–wide anisotropic viscosity maps that capture the suture zones, which inhibit rift

propagation. The inferred stress exponent near the grounding zone dictates the grounding-line ice

flux and grounding line stability, whereas the inferred viscosity maps inform the prediction of rifts. Both

are essential for predicting the future mass loss of the Antarctic Ice Sheet.

S
ea level rise is one of the biggest envi-

ronmental threats brought upon society

by a warming climate. One of the major

contributors to the projected rise in sea

levels is the mass loss from the Antarctic

Ice Sheet. Ice shelves, the floating extensions

of ice sheets, buttress the grounded ice sheets

and play a critical role in slowing their dis-

charge (1–3). Substantial reduction of ice shelf

buttressing is expected to increase ice discharge

across the grounding line (3, 4), thereby accel-

erating global sea level rise (5).

The motion of ice shelves is driven by gravity,

modeled by the two-dimensional (2D) shallow-

shelf approximation (SSA) equations (6) (upper

right of Fig. 1). The flow law (rheology) of gla-

cial ice governs its deformation in response to

stress, thereby determining its discharge from

grounded ice and the resultingmass loss of ice

sheet into the ocean. However, our understand-

ing of the flow law of glacier ice has substantial

uncertainties, primarily due to the challenges

associated with directly measuring the rheology

of glacial ice on ice sheet–wide scales.

The flow law of ice, derived from laboratory

experiments on polycrystalline synthetic ice

(7, 8), is commonly modeled by a power-law

relation between the effective stress te and

strain rate D
�

e , the second invariant of their

tensors,

D
�

e ¼ Atne ð1Þ

where n is the stress exponent. The prefactor

A is a function of various physical properties,

including temperature, grain size, fabric orien-

tation, and chemical impurities (9). The first

ice flow law was calibrated by Glen in 1955 (7).

The power-law flow law with n = 3 is often

referred to as Glen’s law (10–12) and is the

most common flow lawused in ice sheetmodels.

Validating the applicability of the laboratory-

derived flow law is important because mis-

representing the flow law of glacial ice can lead

to imprecise forecasts of ice mass loss into the

oceans and its consequent impact on global sea

level rise.

Antarctic ice shelf rheology

Ice shelves consist of a mixture of firn, mete-

oric glacial ice, and marine ice (13) with non-

homogeneous local structure and considerable

anisotropy (14, 15). Ice shelf rheology, therefore,

may differ substantially from that of polycrys-

talline synthetic ice (8). In addition, large-scale

features such as crevasses (16, 17) and suture

zones (13, 18), regions of ice merged from dif-

ferent upstream sources, can introduce fur-

ther complexity to the glacial rheology at ice

shelf scales.

The rheology of ice shelves can be discerned

through analysis of the relationship between

stress and strain rate (Eq. 1) (19–21). The effec-

tive strain rate of ice shelves can be computed

from observed ice velocities in two horizontal

directions u, v (Fig. 2B). However, estimating

effective stresses within an ice shelf is compar-

atively challenging. Direct measurements in

boreholes (22) or indirect measurements from

ice core samples (23) are rare. Stress calcula-

tions from ice velocity u, v and thickness h de-

rived under assumptions about flow regimes

(19–21) enable rheology assessments using ob-

servations, but their applicability is confined

to narrow regions of ice shelves [supplemen-

tary materials (SM) section II.B; fig. S9].

Continent-wide calculations of the effec-

tive stress te of ice shelves can be achieved by

inferring the effective viscosity m ¼ te=2D
�

e, a

fundamental mechanical property of glacial

ice. Given that continent-wide data of ice

velocity u, v and thickness h are available

through remote-sensing observations (24, 25),

the effective viscosity m is the sole unknown in

the 2D SSA equations, which can be solved as

an inverse problem (26). Prior studies, by using

the control methods (27–29), inferred the ice

hardness B = A
−1/n

in Eq. 1 assuming n = 3. By

contrast, our approach infers the effective vis-

cosity m directly (30), avoiding power-law as-

sumptions (Eq. 1) for the flow law and enabling

a data-driven discovery of the underlying vis-

cosity model.

We leveragephysics-informedneural networks

(PINNs) (31) to infer the effective viscosity m.

PINNs have been used for inferring ice hard-

ness (32) and are useful for assimilating sporadic

and noisy data. Figure 1 shows theworkflow of

PINNs. Detailed settings, methodological advan-

tages, and robustness tests of PINNs are pro-

vided in the SM (SM section I; figs. S1 to S8).

For example, Fig. 2A shows the viscosity inferred

by PINNs on the Amery Ice Shelf. The effective

strain rate (Fig. 2B) is computed according to the

derivative of the neural network–approximated

velocity fields u, v through automatic differenti-

ation, and the effective stress te (Fig. 2C) is

then, by definition, obtained as the product

of m and D
�

e . These two quantities, effective

strain rate and stress, are used for determining

the ice shelf rheology.

Extension versus compression zones

Figure 2, D to E, shows the relationship of stress

to strain rate of ice in two squarewindows (50km

by 50 km) located at upstream and downstream

regions of the Amery Ice Shelf (Fig. 2B). Neither

shows a clear pattern with low coefficient of

determination r
2
< 0.5. Note that the variation

of surface temperature and the correspond-

ing ice hardness Bwithin each window is too

small (33) to cause the spread of the data. This

indicates that the rheology of the ice shelf is

more complicated than what a simple power

law can describe.

To investigatehowicerheologyevolves through

an ice shelf,weexamined the relationshipof stress

to strain rate along a single flow line (black

curves in Fig. 2, F to H), connecting the up-

stream region near the grounding line to the

downstream region near the calving front.

Figure 2I shows that this relationship, along

a 60-km-long section of the flow line in the

upstream region, closely follows a power

law with n around 1. However, the relationship

gradually transitions to a vertical line in the

downstream region, where it resembles the

perfect plastic rheology (34). To elucidate this

transition, we computed the strain rate tensor

D
�

in the flow-line coordinates (x̂ ; ŷ ), with x̂

and ŷ being tangential and normal to local

flow directions, respectively (SM section II.A).

Figure 2, G and H, displays the shear strain rate

D
�

x̂ ŷ and transverse strain rate D
�

ŷ ŷ , which are

negligible comparedwith the longitudinal strain

rate D
�

x̂ x̂ (Fig. 2F) along the selected flow line.

Based on D
�

x̂ x̂ , the flow line can be segmented

into (i) the compression zone with D
�

x̂ x̂ < 0,

indicating that a flow parcel at the frontmoves
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Fig. 1. PINN setup. The structure and workflow of PINNs for inferring effective viscosity m of ice shelves from remote-sensing data [ice shelf velocity u, v (23)

and thickness h (24)], with the SSA equations (f1, f2 = 0) (6), and the dynamic boundary conditions (f3, f4 = 0) at the calving front of ice shelves (61). The cost function

L contains two terms: the data loss Ld and the equation loss Le.

Fig. 2. The complex flow law of the Amery Ice Shelf. (A) Effective viscosity m,

(B) effective strain rate D
�

e, and (C) effective stress te of the Amery Ice Shelf

inferred from PINNs. (D and E) The stress–strain rate relations in two square

windows in (B), with best-fit stress exponent n and associated r2 value. The color

scale represents the number of data points. (F to H) Longitudinal D
�

x̂ x̂ , shear D
�

x̂ ŷ,

and transverse D
�

ŷ ŷ strain rates in the flow-line coordinates, respectively. The

black curve indicates a single flow line, with two nearby flow lines (purple

dashed lines) that are 10 km away. (I) Stress–strain rate relation along the

black flow line in (F). The data points in the compression, transition, and

extension zones are labeled in blue, gray, and red colors, respectively. Error

bars indicate the standard deviation of 15 repetitions of PINN inversions with

different random initialization. The shaded regions show the stress and

strain-rate data between the pink dashed lines in (F). (J) The stress–strain

rate relation in the entire shear-free zone (D
�

x̂ ŷ ≈ 0) and compression zone

(D
�

x̂ x̂ < 0) obeys a power law with n around 1. The color scale indicates the

number of data points.
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slower than one at the rear and thus implying

compression of flow; (ii) the extension zone

with D
�

x̂ x̂ > 0; and (iii) the transition zone, a

region with vanishing D
�

x̂ x̂ ≈ 0 between the

compression and extension zones. Its quantita-

tive definition is provided in SM section III.A.

We found that the boundary between the

compression zone and transition zone corres-

ponds to the inflection point at which the rela-

tionship of stress to strain rate deviates from

the power law (Fig. 2I). The predominance of

power-law rheology in the compression zone

was not assumed a priori but revealed by the

data themselves. Expanding the analysis from

a single flow line to a 10-km-wide band (indi-

cated by the purple dashed lines in Fig. 2F), we

observed consistent power-law rheology, shown

by the blue-shaded region in Fig. 2I. Moreover,

examining the relationship of stress to strain rate

over the entire zone dominated by compression

(about 50kmby25km, enclosedby theblue curve

in Fig. 2G) reaffirms this power-lawbehavior (Fig.

2J). By contrast, in the extension zone, the stress

and strain-rate data within the 10-km band ex-

hibits a wide spread with no clear power-law

relationship (red-shaded region in Fig. 2I).

Composite rheology in the compression zone

Clear evidence of power-law rheology in the

compression zone is consistently observed across

different ice shelves, including the Larsen C,

Ronne-Filchner, Ross, Amery and Nansen Ice

Shelves (SM section III.B; figs. S11 and S12),

with the best-fit stress exponent n generally

increasingwith the stresses, as shown in Fig. 3F

(also see the table in fig. S12F). These findings

resemble the composite rheology of ice found

by laboratory experiments (8, 35) (SM section

III.C). A composite rheology is the mixture of

two (or more) distinct physical deformation

mechanisms. For ice (8, 36), the composite

rheology comprises twomechanisms: the sliding

between ice grains, referred to as grain-boundary

sliding (GBS), and the glide-and-climb of dis-

locations within the grain, known as disloca-

tion creep (DC). The composite rheology model

can be expressed in terms of the depth-averaged

effective strain rate D
�

e and stress te (SM sec-

tion III.C)

D
�

e ¼ Agd
�pg

t
ng

e exp �
Qg

RTe

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

GBS

þ

Adt
nd

e exp �
Qd

RTe

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

DC

ð2Þ

where stress exponents ng and nd, activation

energiesQg and Qd, and scaling factors Ag and

Ad are empirical constants (8, 37). Te is the

depth-averaged temperature of ice shelves, R is

the universal gas constant, and d is the grain

size with the grain size exponent pg = 1.4.

Despite the uncertainty in depth-averaged

temperatureTe (the range of realisticTe is shown

by the shaded regions in Fig. 3F), for most com-

pression zones with maximum stress less than

100 kPa, the relationship of stress to strain

rate has exponent n around 2 (SM section

III.D; fig. S12), close to the empirical stress ex-

ponent ng = 1.8 of the GBS term in Eq. 2. This

suggests that the GBS mechanism dominates

ice deformation there.

By contrast, the compression zone found on

the Nansen Ice Shelf (along line 2) is under

high stress (te > 200 kPa). The exponent n is

around 4, close to the empirical stress ex-

ponent nd = 4 of the DC term in Eq. 2, which

suggests predominance of the DCmechanism.

Fig. 3. Composite rheology in the compression zone. (A to E) Longitudinal

strain rate D
�

x̂ x̂ in the flow-line coordinates of the five Antarctic ice shelves. The

black curves indicate the flow lines that pass through the compression zones.

The thick solid line represents the section in the compression zone, whereas the

thin dashed line lies in the transition and extension zones. (F) The stress–strain

rate relations in the compression zones on the five Antarctic ice shelves. Error

bars indicate the standard deviation of 10 repetitions of PINN inversions with

different random initialization. The different color shades represent the prediction of the

stress–strain rate relations using GBS with different grain sizes (dashed lines) (Eq. 2).

The red solid line represents the DC term in Eq. 2 with Ad fitted to the data. The

width of the shaded regions corresponds to the range of temperatures Te (244 to 262 K)

used to plot Eq. 2. The inset shows the location of flow lines on each ice shelf.
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Using the empirical values of nd and Qd from

experiments (8), we inferred the best-fit value

of Ad = 0.9 × 10
5
MPa

−4
s
−1
, which is an order

of magnitude lower than the value from expe-

riments (12). The experimental valuewas obtained

from ice with fabric orientations that facilitate

deformation (12). By contrast, the fabric formed

in grounded ice may be oriented unfavorably

for deformation kinematics in the ice shelf,

making DC harder.

The compression zone around theByrdGlacial

Ice Stream on the Ross Ice Shelf experiences

stress between 100 and 200 kPa, and the cor-

responding stress exponentn is approximately 3,

which suggests that both GBS and DC mecha-

nisms contribute to deformation in this region.

This is consistent with the fact that the stress

and strain-rate data lie at the interface between

the yellow-shaded regions (GBS dominated) and

the red line (DC dominated) in Fig. 3F.

Although the relationships of stress to strain

rate in various low-stress compression zones

are well described by the GBS mechanism

with a consistent stress exponent ofn around 2,

the offset among those flow laws are notable.

For example, at a stress of around 4.5 kPa, the

compression zone of Larsen C (line 1) deforms

at a strain rate that is an order of magnitude

faster than that of Filchner. This difference

cannot be solely attributed to the variation in

depth-averaged temperature Te. The strain rate

difference predicted by the GBS term in Eq. 2

within a realistic range from244 to 262K (shown

by the shaded regions in Fig. 3F) is about half

an order of magnitude or less, much smaller

than the spread of strain rates at a fixed stress

Fig. 4. Anisotropic viscosity of ice shelves. (A) Expressions of isotropic and

anisotropic SSA equations with horizontal and vertical viscosities (mh, mv).

(B) Comparison of the inferred isotropic effective viscosity m of the Ronne-

Filchner Ice Shelf to our inferred anisotropic viscosities (mh, mv). The equation

residue f̂ 1 for anisotropic viscosity is much smaller than that for isotropic

viscosity f1. The black lines indicate the previously mapped suture zones of the

ice shelves, which align well with the locations with small mh. Such alignments

were not observed for the isotropic viscosity. (C to E) Horizontal mh and vertical

viscosity mv of three other Antarctic ice shelves, the (C) Ross, (D) Larsen C,

and (E) Amery Ice Shelves. The thick black lines indicate the suture zones, and

the thin black lines indicate fracture locations (62). (F) The minimal principal

strain rate D
�

min of the Amery Ice Shelf. The region D
�

min < 0 is known as the

compressive arch. The histogram shows that regions with strong anisotropy

(mh << mv) mainly lie outside the compressive arch. (G) The overlap between

the areas with a low maximum buttressing number bmax and the passive

shelf ice (3).
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in Fig. 3F. Thus, different grain sizes d in these

compression zones are needed to explain the

offset among those flow laws, with the inferred

grain size using Eq. 2 shown in Fig. 3F.

We note that the grain sizes inferred from the

GBS mechanism (Eq. 2) appear to be smaller

than the steady-state grain size predicted for

these low-stress compression zones (te< 100kPa

in Fig. 3F and figs. S12F and S13) (38, 39). We

hypothesized that this discrepancy results from

the rapid decrease in stress as glacier icemoves

across the grounding line through the high-

stress flexure zones (40) to the low-stress zones

of ice shelves. The small ice grain size, related to

higher stresseswhengrounded,may bepreserved

because the timescale required for ice grains to

grow to the steady-state size corresponding to

lower-stress conditions (41) is substantially

longer (∼1000 years) than the time it takes

for ice to travel to the low-stress (te < 100 kPa)

compression zones on the ice shelf (∼10 years).

This leads to the predominance of the GBS

mechanism (42) in governing the rheological

behavior of low-stress compression zones on

the ice shelves.

The evidence presented thus far reinforces

the conclusion that the ice shelf rheology in

the compression zones follows the composite

rheology (Eq. 2). However, exceptions exist,

such as the compression zone on the Amery

Ice Shelf, where the stress exponent n = 1.15 ±

0.04 (Fig. 2J) is observed, which deviates mark-

edly from the composite rheology (Fig. 3F).

Linear viscous behavior (n= 1) has beenobserved

in creep experiments at the melt temperature

(43, 44), and it is plausible that Amery, which

has substantial surfacemelting (45), may exhibit

similar behavior. Although most of our data are

consistent with a composite rheology in the

compression zones, other physical processes

could additionally influence local rheological be-

havior, necessitating further careful examination.

Anisotropic viscosity in the extension zone

The stress and strain-rate data in the exten-

sion zones do not exhibit clear power-law rel-

ationships. This is seen in Amery Ice Shelf

(Fig. 2I) and all others considered (SM section

III.B; figs. S10 and S11). We observed that the

residue of the governing equations fi is con-

sistently larger in the extension zones than

anywhere else (Fig. 4B and fig. S14). Systema-

tic tests show that this larger error arises from

a contradiction between the data and the ice

shelf equations used in the inversion (SM sec-

tion IV.A; fig. S16).

Given the ice velocity u, v and thickness h

from observations, the effective viscosity m, as

the only unknown, is overconstrained by the

two SSA equations (f1, f2 in Fig. 1) (SM section

IV.B). We elucidate in SM section IV.C that the

overconstrained issue is due to the isotropic

viscosity assumption underlying the classical

SSA equations and vanishes if one allows for

anisotropic viscosity. Potential factors contribut-

ing to the anisotropic property of ice shelves

include the existence of aligned crevasses (46)

and the orientation of ice fabrics (14, 15).

We derived a set of new anisotropic ice shelf

equations (Fig. 4A; SM section V.E) with local

transverse isotropic anisotropy (47, 48), char-

acterized by distinct horizontal and vertical

viscosity (mh, mv) (SM section IV.C), that further

minimizes data misfit and equation residues

(figs. S18 and S19). Figure 4B shows that the

residue of our proposed anisotropic SSA equa-

tions in the extension zones is 10 times smaller

than that of the isotropic equations. This sub-

stantial improvement in inversion accuracy is

consistent across other ice shelves (SM sections

IV.E and IV.F; fig. S18).

Figure 4, C to E, shows the inferred hori-

zontal and vertical viscosities (mh, mv) for various

ice shelves. Two lines of physical evidence fur-

ther validate the inferred anisotropic viscosity.

First, the horizontal viscosity pattern accurately

captures the suture zones (13, 18, 49, 50) (solid

black lines in Fig. 4, B to E), which are bands of

the ice shelf extending downstream from an

obstruction (e.g., an ice rise) and formingmarine

ice where the low viscosity is expected. Such

clear alignment with suture zones is not pres-

ent in the isotropic viscosity fields in existing

ice sheet models, likely because of the large

inference error caused by the overconstrained

inversion (Fig. 4B). Accurately representing

the low-viscosity pattern in the suture zone is

critical for predicting rift propagation, given

that rifts often terminate at the suture zone

(13, 51).

Second, the low–horizontal viscosity regions

near the calving fronts of different ice shelves

correspond closely to regions outside the com-

pressive arch (52), where both of the principal

strain rates in the horizontal direction are

positive, promoting crevasse and fracture growth

(Fig. 4F). Damage mechanics implies that the

presence of vertical crevasses should cause a

decrease in horizontal viscosity (53), which

provides a rationale for the low horizontal vis-

cosity inferred outside the compressive arch.

Fabric patterns across an ice shelf are likely to

be complex, comprising areas with subhorizon-

tal c-axismaxima (15) related to horizontal shear

on vertical planes, vertical girdles related to

horizontal extension (14), and areas with

subvertical maxima advected from outlet gla-

ciers and ice streams (14, 54) and formed on

the ice shelf. These mechanisms could explain

the local transverse isotropic anisotropy, but

there are insufficient data to extend this argu-

ment further. Empirically, we also observed

that the low–horizontal viscosity area exhibits

a low maximum buttressing number bmax (2)

(SM section IV.G; fig. S20), which aligns well

with the passive shelf ice zone outlined in

Fürst et al. (3) (Fig. 4G). More in situ mea-

surements are required to further refine the

anisotropic inversion. However, this study

could serve as a useful framework for future

research on anisotropic ice shelf rheology.

Implications for future studies

We assessed the flow law and viscosity struc-

ture across different ice shelves by leveraging

continent-scale remote-sensing data. Our analy-

sis shows that ice shelf rheology differs substan-

tially between the compression and extension

zones. We found clear evidence that the rheo-

logy in several compression zones is consistent

with a composite rheology. The ice shelf com-

pression zones typically occur where grounded

ice enters ice shelves through the grounding

line. Theoretical studies (1, 55) have shown that

the grounding line flux and its position are

highly dependent on the stress exponent n.

Recent work has also shown that the stability

of the grounding line is sensitive to the value

of stress exponent n (56, 57), making the pre-

cise quantification of n near the grounding

line critical. Therefore, the impact of our data-

driven flow law on the prediction of ground-

ing line flux, stability, the future mass loss of

ice, and the consequential global sea level rise

is an important subject of future work. At a

fundamental level, there are gaps in our under-

standing of ice rheologywhen under extension:

Ice rheology experiments are predominantly

conducted under compression (7, 8). Future ex-

periments quantifying ice rheology in response

to extension stresses, suchas fractures that could

alter ice deformation, would be essential for

understanding the ice shelf rheology in the

extension zone.

The data observed in the extension zone indi-

cate that we should consider more complex

viscosity models than the simple isotropic

power-law rheology. In this study,we introduce

anisotropic ice viscosity inversion. Our inferred

anisotropic viscosity fields accurately capture

previously mapped suture zones, which exhibit

low viscosity that can arrest rift propagation on

the ice shelves. Therefore, anisotropic viscosity

inversion is likely to be a powerful tool for

predicting rheological heterogeneities that will

underpin processes such as shear zone localiza-

tion, rift propagation, and ice shelf calving.

Moreover, we demonstrate that the regions

outside the compressive arch, where crevasses

can formmore easily as a result of tensile stress,

correspond closely to regions that exhibit ani-

sotropy. Future work addressing the coupling

of ice damages (including crevasses and rifts)

(46, 58–60) with ice shelf rheology is crucial

for elucidating the anisotropic viscosity maps

inferred in this study and assessing their

impact on the future evolution of the Antarctic

Ice Sheet. Lastly, we demonstrate how exten-

sive observational datasets combined with

deep-learning techniques can reveal the behav-

ior of Earth and planetary materials in natural

settings. The machine learning–based method
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developed here has the potential to assist sci-

entific discoveries for a wide spectrum of data-

driven research and may hold considerable

interest to the broader earth science community.
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I had gone to college to study civil 

engineering. Growing up in an im-

poverished rural area, I was fasci-

nated by architecture in cities, and 

I hoped to design buildings myself 

someday. However, as my degree 

progressed, I became enthralled with 

research and wanted to continue my 

academic journey. I wasn’t sure what 

to study. Then the flood came, and it 

all became clear.

After spending much of my sum-

mer volunteering in affected com-

munities, I decided to focus my 

career on natural disasters, explor-

ing the various factors behind them, 

as well as their impacts on society. As 

a first step, I applied for a master’s 

program in development studies—a 

multidisciplinary program that in-

cluded coursework in sustainable 

development, geography, and eco-

nomics, as well as hands-on community projects. This deci-

sion shocked my friends and family. Relatives kept asking 

my parents why I was leaving engineering to study social 

sciences. They warned my parents, who only have a primary 

education, that this path might make it hard for me to find a 

job. However, I was determined and went ahead with what I 

thought was right for me.

The program, which exposed me to projects that helped 

communities plan for climate change and other disruptions, 

convinced me I was on the right path. I decided to apply for 

a Ph.D. It was a bold move given my uncertain finances. I 

also found that many universities preferred candidates who 

had consistent academic backgrounds and hadn’t moved 

around between engineering and the social sciences. Dur-

ing interviews, faculty members often questioned why I 

chose to risk my career by changing fields. I received mul-

tiple rejections, both in India and abroad. But one program 

agreed to accept me, and I set out to study how better water 

resource management and policy can help vulnerable pop-

ulations adapt to the uncertainties 

posed by climate change.

I was excited to start the pro-

gram and be surrounded by some of 

the brightest minds in the country. 

It wasn’t easy, though. Most of my 

peers had followed a traditional path, 

without jumping around between 

fields, and had family members with 

degrees in higher education. I some-

times felt unsure about my depth of 

knowledge. I also had trouble con-

necting with my peers at times, leav-

ing me feeling lonely.

My feelings of isolation began 

to change with the arrival of a new 

Ph.D. student who also had a multi-

disciplinary background and a sim-

ilar family situation. Meeting him 

was a huge relief. We connected 

easily because we had both dealt 

with rejections from Ph.D. pro-

grams and faced mockery for our career decisions. Opening 

up with one another didn’t make our problems go away. But 

from that point on, I felt less alone.

Sharing what I’ve learned with people in my community 

has also given me satisfaction. A barber from my hometown 

whom I have known since childhood now regularly talks 

with me about the increasing frequency of extreme weather 

events. Despite only having a primary education, he’s filled 

with curiosity, excitement, and deep respect for the research 

I discuss with him.

Now, 3 years into my program, I am confident in my de-

cision to pursue a Ph.D. There have been challenges along 

the way, but the opportunity to delve into an issue I care so 

passionately about and try to help people makes it all worth-

while. Above all, my journey has taught me that it’s OK to fol-

low your heart, even when the path seems unconventional. j

Muhammed Rashid is a Ph.D. student at the Indian Institute of Techno-

logy Bombay. Send your career story to SciCareerEditor@aaas.org.

“The opportunity to delve into an 
issue I care so passionately 

about … makes it all worthwhile.”

After the flood

F
our years into my undergraduate degree in the southern Indian state of Kerala, I awoke 

to a friend urgently shaking me, telling me the heavy rain the previous night was flooding our area. 

We rushed outside to a chaotic and distressing scene. Families were stranded on rooftops. Chil-

dren were crying for help. Hospital patients were being evacuated. My friends and I immediately 

joined the rescue teams, volunteering to distribute food to the affected people. I had intended 

to devote days or weeks to the effort—however long it took to help my community. But the event had 

a more lasting effect: propelling me toward a new career path.

By Muhammed Rashid
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